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x

Notations

Following are the notations used in throughout the manuscript:

• N: Set of all natural numbers.

• R: Set of all real numbers.

•

△
=: equal by definition.

• 1n = (1, . . . , 1)T ∈ R
n.

• In: n dimensional identity matrix.

• G: Communication graph.

• A: Adjacency matrix.

• L: Laplacian matrix.

• λmin(A): Minimum eigenvalue of symmetric matrix A.

• λmax(A): Maximum eigenvalue of symmetric matrix A.

• Dn
i : An n× n matrix with all entries equal to zero except the ith diagonal entry which is 1.

• ∥.∥2: Euclidean norm.

• ∥.∥F : Frobenius norm.

• A⊗B: Kronecker product of A and B.

Acronyms

The list of acronyms is as below:

• APF: Artificial Potential Function

• LIAS: Laboratoire d’Informatique et d’Automatique pour les Systèmes

• LMI: Linear Matrix Inequality

• MAS: Multi-Agent System

• MIMO: Multi-Input-Multi-Output

• ROS: Robot Operating System

• UAV: Unmanned Air Vehicle
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General introduction

A Multi-Agent System (MAS) consists of multiple autonomous subsystems which can interact
with each other and the environment to complete tasks in a cooperative manner. MAS has been an
important subject of research since the last decade. The study of MAS is mostly inspired by the
natural phenomena exhibited by various animal species. Fish schooling, bird flocking or flying in V
shape, bacteria swarming and mammal herds are few examples of cooperative behaviour in nature.
Researchers have developed various control methods for cooperative operation and applied them in
different applications like distributed computing, sensor networks, satellite constellation, power grids
and robotics. In robotics, cooperative control techniques are applied to achieve different objectives in
vast areas including but not limited to military, automated industry, heavy payload transportation,
exploration, rescue operations and entertainment.

Cooperative control of MAS heavily depends on communication and information exchange among
the agents. This gives rise to two natural choices of communication network which are centralised
and distributed control network. In centralized communication, as apparent from the name, there
is a central unit to which all the agents are connected to and send their information. The central
station handles all the information exchange and sends control commands to the agents. This kind
of scheme has some major drawbacks. For example, if the central unit fails, the whole network
will collapse. Moreover, a centralized control scheme cannot handle large number of agents due to
network saturation and/or limited computing and processing capability etc. On the other hand, a
distributed control scheme does not require a central control unit. Agents communicate directly to
their neighboring agents and exchange information. The information received from neighbors is also
called local information. Each agent in the distributed network uses this local information to compute
its own control input. Distributed control schemes offer many advantages over the centralized control
scheme in terms of efficiency, adaptability, robustness and scalability.

Communication topology among the agents can be represented by a graph which describes the
links between the agents. Therefore, graph theory plays an important role in analysis of MAS. In
fact, adjacency and Laplacian matrices associated with the graph provides useful information about
the network topology which dictates the behaviour of the MAS. A communication topology in a
distributed MAS network could be directed or undirected. If the communication among the neighbors
is one way then it is called directed and undirected if the communication is bidirectional. Moreover,
communication links between the agents could remain either fixed (fixed topology) or they can evolve
with time (switching topology).

In distributed cooperative control of MAS, consensus and formation control are considered the
most fundamental problems. In consensus control, the states of all agents of a MAS are required to
converge to a common value, for example, same altitude and speed of all drones in the network or same
power levels of batteries in an energy storage facility etc. The common state which is achieved in result
of consensus is known as consensus state. In some cases, the agents not only have to reach to the same
states but are also required to follow a reference trajectory produced by a real or a virtual leader. This
is known as leader-following consensus or consensus tracking. The reference trajectory generated by
the leader is independent of other agents in the network and it is usually designed separately according
to the application requirement. Various distributed control algorithms are proposed by researchers to
deal with the problem of both leaderless and leader-following consensus.

Formation control is another important topic in distributed control of MAS. In formation control,
the states of agents like position, velocity and orientation are controlled in a way that they produce
a geometric shape. This geometric pattern could either be fixed or time-varying depending on the
application. The required formation shape can be defined by a formation vector. In some cases agents
are required to make a formation and track the trajectory of the leader while maintaining the shape.
This is known as formation tracking. Various formation control and formation tracking algorithms are
proposed by the research community using different techniques. It is also shown that the consensus-
based algorithm can be used to achieve formation in MAS by choosing an appropriate deviation from
the consensus state.

Information exchange among the neighboring agents is vital for distributed consensus and forma-



3

tion control algorithms since the computation of control law usually depends on the state information
of the neighbors. Mostly, it is considered that the neighbors’ information is available continuously.
However, in reality, this is not possible because continuous transmission of data requires infinite
bandwidth of the communication channel. Moreover, the available communication and processing
equipment is digital in nature. Therefore, sampled-data transmission is inevitable.

In practical applications, sampled-data MAS also suffered from irregular and nonuniform sam-
pling periods which are normally ignored in most of the existing literature on distributed cooperative
control of MAS. Similarly, another important issue related to real MAS is asynchronous transmission
between the agents. Though generally it is assumed that the agents transmit their data at the same
instant. However, to achieve synchronized data transmission, clocks of the agents must be precisely
synchronized and processing delays must be the same. However this is not possible in real world
scenarios.

Distributed control algorithm design usually requires information of all states of the neighbors.
However, in some cases, measuring every state is not feasible. This may be due to various reasons like
compact size of the agent, cost reduction or unavailability of appropriate sensors. Therefore, these
limited on-board resources result in partially available states. In addition, even if all states can be
measured, more communication resources will be required to transmit them. Therefore, it is more
economical if we communicate only some of the states and estimate the unavailable states from the
available data.

Motivated by the above discussion, this thesis is focused on the study of leader-following consen-
sus and formation tracking problems of second-order MAS with communication constraints. These
constraints include:

• Each agent can only measure its position state.

• Agents are not equipped with sensors to measure their velocity.

• Agents do not have access to the input (acceleration) of their neighbors.

• The measured state is transmitted to the neighbors at irregular and non-uniform time intervals.

• The transmission among the agents is asynchronous and totally independent of other agents in
the network.

• The communication topology among the agents is directed.

In Chapter2, first, we investigate the case of leader-following consensus of MAS with fixed topology.
The main idea is to use a continuous-discrete time observer to reconstruct both position and velocity
states in continuous time from the available discrete position data. An agent not only estimates its
own states but also estimates the states of its neighbors. The observer must take into account irregular
and asynchronous sampling. These estimated states then can be used to design the distributed leader-
following control law.

Secondly, the results of the fixed-time leader-following control algorithm are extended for the case
of switching topology. The main issue in switching topology is that if the switching is occurring too
fast, the MAS can suffer with chattering and zeno effects. Therefore, it is important to calculate the
conditions for the minimum required dwell time in which the topology remains constant.

In Chapter 3, we investigate the problem of formation tracking. we again considered the MAS with
the above mention communication constraints. The designed leader-following consensus algorithm can
be modified to achieve formation tracking by including some offsets in the position and the velocity
consensus states. The value of offset depends on the desired geometric shape and can be represented
through formation vector. Both cases of fixed and time-varying formation shapes are considered.

In the next step, we study another important issue of collision avoidance among the agents. which
is related to MAS with moving agents like ground vehicles and drones etc. If the formation vector
in formation tracking scheme is chosen appropriately, i.e keeping in mind the inter-agent distance,
the agents will not collide once they achieve the desired shape. However, the agents may collide
while converging to the required positions. Therefore, we need some collision avoidance mechanism
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which restrains agents from coming too close to each other. We introduce a repulsive force between
the agents through Artificial Potential Function (APF). The force acts on the agents when distance
between them becomes less than some threshold and causing them to move away from each other.

Finally in Chapter 4, we apply the designed algorithms of leader-following consensus, formation
tracking and collision avoidance on a multi-robot network to verify their efficacy in real applications.
The robotic network consists of wheeled mobile robots called Mini-Lab from Enova robotics. The
algorithms are implemented through Robot Operating System (ROS).

ROS is an open-source meta-operating robotic framework. Since robotics is a multi-disciplinary
domain that requires skills of mechanical engineering, electronics embedded systems and computer
programming, therefore, a decade ago, robotic engineers had to spend a lot of time in designing
the basic software and hardware architecture of the robot before testing their designed algorithm.
Due to the lack of any platform which provides the essential software architecture with re-usable
programs, robot designing was a cumbersome job and mostly involved reinvention of the wheel before
implementing the advanced algorithm. ROS was developed to fill this gap. It provides software tools
and libraries specifically designed for robotic applications. Since it is an open-source platform, one
can modify and upgrade the software to apply and test any algorithm on the robot. Moreover, ROS-
gazebo is a robotic simulator which provides realistic simulations by incorporating real-world factors
like friction, sensor feedback and collision detection etc.

A distributed network is established for the implementation purpose of the proposed control law.
Since wheeled mobile robots are usually subject to motion constraints known as nonholonomic con-
straints, in order to apply the designed distributed algorithms of second-order MAS on the multi-
robotic network, a new control strategy is required that can deal with the nonholonomic constraints.
We use the robot flatness property based technique for this purpose. ROS-Gazebo simulation and
hardware results are obtained to examine the efficiency and effectiveness of the proposed algorithms
for real applications.
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8 Introduction

1.1 Background and motivation

A Multi-Agent System (MAS) is defined as a group of autonomous sub-systems, called agents, which
can interact with each other and with their environment. The study of MAS is essentially inspired
and motivated by the collective behavior of various biological species. In nature, some animals make
use of social grouping, acting in a cooperative manner to achieve a desired common goal. Widely
observed examples of such natural behaviors are fish schooling, bird flocking, bacteria swarming and
mammal herds (Figure 1.1).

(a) Fish schooling
(b) Mammal Herd

(c) Birds flocking (d) Bacteria swarming

Figure 1.1: Cooperative behaviour of biological species

Inspiration from these natural phenomenon has served as the basis for the study and development
of cooperative control of MAS by researchers and scientists of various fields. As such, cooperative
control of MAS has seen a vast range of applications including but not limited to sensor networks
[1], satellite constellation [2], electric power systems [3], distributed computing [4], synchronization [5]
and intoferometers [6].

Robotics is one of the most important area of application of networked systems [7]. While ad-
vancement in technology has enabled advanced operations for autonomous robots, the performance
and effectiveness of robots has seen further improvement by deploying them in a group to work in
a cooperative manner. In fact, a multi-robot system can accomplish complex tasks which would
not be possible with a single robot operation. Classical examples of cooperative control in robotics
can be found in heavy payload transportation, search and rescue operations, automated industries,
exploration, and defence [8].

Though each of these applications has its own complexity and challenges, they do share some
underlying common characteristics. Some important MAS related problems include synchronization,
rendezvous, flocking, consensus and formation tracking etc. One of the most crucial and vital aspect
of cooperative control is communication and information sharing between the agents. Unlike a single
agent system, in MAS, we have sub-systems which are required to share their information to achieve
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a global task effectively. Due to the limited resources like bandwidth, sensors and processing power,
information availability and its communication are not straightforward. Hence, it is quite difficult
to control the behaviour of the agents to complete a global objective. In this thesis, we study two
fundamental problems of cooperative control, namely consensus and formation tracking, for the MAS
under communication constraints.

1.2 Communication network in cooperative control

Communication and information exchange are keys to achieve a global task in MAS and lend itself
to the classification of cooperative control of MAS into two classes, namely centralized control and
distributed control. In the case of centralized control, it is considered that all the agents are fully
connected to a central location and that they transmit their state information to the central controlling
unit. This central unit evaluates the states and computes the control inputs for all the individual agents
and in turn, transmits the computed control inputs to the respected agents through the same connected
network. In such a centralized network topology, agents are not required to communicate with each
other but only with the central control unit. However, there are many serious drawbacks associated
with the centralized control strategies. For instance, if the communication system of centralized control
unit fails due to any reason (e.g. hardware failure or distortion in communication signals), the whole
MAS will break down. Such a failure could be catastrophic especially when the agents are moving
vehicles. Furthermore, as the number of agents increases the amount of data exchange between the
agents and the central controller is expected to increase significantly. This in itself presents further
issues given real-life constraints such as the limited capacity of installed communication equipment,
or budget, thereby making it difficult to accommodate a huge number of agents. As a result, the
centrally controlled network scheme faces serious scalability issues. Moreover, as all the computations
are carried out in the central unit, the induction of a large number of agents significantly impacts
the calculation time of control inputs. Therefore, in the presence of real-world problems, cooperative
control with a centralized scheme becomes more challenging.

Figure 1.2: Centralized control scheme

The issues attached with the centralized control schemes favor the need for a distributed control
technique. Unlike centralized control schemes, a distributed scheme does not have any common control
unit. Instead, agents are required to exchange their information with their neighbors only (Figure 1.3)
and use the received information of the neighbor, also known as local information, to compute their
control input. Study of distributed control of MAS has gained much popularity in the research
community during the last decade because of its advantages over centralized control such as efficiency,
scalability, flexibility, robustness and adaptability [9].

The distributed communication topology can further be divided in two types based on whether
the network remains the same or changes with time.
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Figure 1.3: Distributed control scheme

• Fixed topology: If the communication network among the agents is not changing and remains
fixed then it is called a fixed topology.

• Switching topology: In some practical cases, it is not possible for the agents to keep a fixed
network and they may need to change their neighbors due to different physical limitations of the
communication hardware. The topology where the communication network is switching with
time is called switching topology.

The distributed communication network has also been classified into undirected and directed types as
defined below:

• Undirected topology: If all the agents in the network are able to send and receive information
to and from neighbors then the communication topology is undirected.

• Directed topology: If an agent can send its information to the another agent but cannot
necessarily receive information from that other agent then the communication topology is called
a directed topology.

1.3 Algebraic graph theory

A communication topology that defines connections and information flow paths between the agents
in a MAS, is usually modelled by algebraic graphs. Algebraic graphs and graph theory have been
intensively investigated in literature [10–12]. In the following sections, some important definitions and
properties of algebraic graphs have been discussed which will be used throughout the thesis.

1.3.1 Basics of graph theory

Mathematically, a graph is a pair of a nonempty finite set of nodes also called vertices and a finite
set of edges or links. In MAS, each agent is represented as a node, whereas the communication link
between two agents is shown as an edge. For a MAS consisting of N agents, the corresponding graph
can be defined as G , (V, E) where V = {v1, v2, . . . , vN} is a set of N nodes and E ⊆ V × V is the set
of edges. Let vi and vj be two nodes of the graph. If information is being shared between vi and vj
and the information flows from vi to vj , there exists a pair (vi, vj) and this pair is an element of E . If
(vi, vj) ∈ E , then node vi is a neighbor of vj and vi is called the parent node while vj is known as a
child node. The set of neighbors of node vi is described as Ni = {i ̸= j : (vi, vj) ∈ E)}.

A graph is called an undirected graph if for a pair of nodes with an edge (vi, vj), there also exists
the edge (vj , vi) otherwise the graph is known as a directed graph. In the case of undirected graphs,
sometimes, arrows are not shown in the visual representation. In a weighted graph, a weight wij is
assigned to each edge (vi, vj). For an undirected weighted graph, wij is equal to wji.
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For visualization, nodes in a graphs are represented as dots and circles while if the edge (vi, vj)
exists, it is shown by an arrow directed from vi to vj (for undirected graphs, arrows are not required).
A visual representation of both undirected and directed graphs is shown in Figure 1.4.
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4
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2

3

4

(a) Undirected graph (b) Directed graph

Figure 1.4: Visual representation of graph

Definition 1. A directed path between nodes va and vb is a sequence of edges in a directed graph such
that there exists an edge between all consecutive nodes i.e. (va, va+1), (va+1, va+2), . . . (vb−1, vb).

Definition 2. A cycle is a directed path in a directed graph that starts and ends at the same node.

Definition 3. A directed graph is strongly connected if all the nodes of the graph are connected with
each other through a directed path. Similarly, an undirected graph is connected if there is an undirected
path between each pair of distinct nodes.

Definition 4. A directed graph in which all nodes have exactly one parent node except one node is
called a directed tree. The node which does not have any parent node is known as the root.

It is to note that a directed tree does not have any cycle because all the edges are oriented away
for/from the node.

A subgraph of G, represented as Gs , (Vs, Es) is a graph with the set of node Vs ⊆ V and set of
edges Es ⊆ E ∩ Vs × Vs.

Definition 5. A directed spanning tree is a subgraph (Vs, Es) of the directed graph (V, E) such that
the subgraph (Vs, Es

N ) has a directed tree and the subgraph (Vs, Es) must contain all the nodes of graph
(V, E) i .e. Vs = V.

It is to note that a directed graph G has a directed spanning tree if and only if there exists at least
one node which has a directed path to all other nodes. In the case of an undirected graph, having an
undirected spanning tree is equivalent to a connected graph. The directed graph shown in Figure 1.5
has more than one directed spanning tree. Nodes 1 and 2 are two separate roots since both have at
least one directed path to all other nodes.

1.3.2 Adjacency matrix

The structure of a graph can be represented by a matrix called adjacency matrix or connectivity
matrix. Adjacency matrix A = [aij ] ∈ R

N×N of a directed graph G is defined such that aij > 0 if
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Figure 1.5: A directed graph with multiple directed spanning trees

(vj , vi) ∈ E and aij = 0 if (vj , vi) /∈ E . In other words, if agent vj can receive information from agent
vi then aij > 0 and zero otherwise. Self edges are not allowed i.e aii = 0 unless specified. The case
of undirected graph is similar except that aij = aji ∀i ̸= j since (vi, vj) ∈ E implies that (vj , vi) ∈ E .
Through out this thesis we choose unweighted graphs which means aij = 1 if (vj , vi) ∈ E and aij = 0
otherwise.

The adjacency matrix of the undirected graph in Figure 1.4a is given as

A =









0 1 0 0 1
1 0 1 0 1
0 1 0 1 0
0 0 1 0 1
1 1 0 1 0









while the adjacency matrix of the directed graph in Figure 1.4b is given as

A =







0 0 0 0
1 0 0 0
1 0 0 0
0 0 1 0







Adjacency matrix of an undirected graph is always symmetric.

Definition 6. A graph is balanced if
∑N

j=1 aij =
∑N

j=1 aji for all i.

Therefore, every undirected graph is balanced.

1.3.3 Laplacian matrix

Another important matrix that one may assign to a graph is the Laplacian matrix. It is a very useful
matrix in the study of MAS and defined as

L = [lij ] ∈ R
N×N (1.1)
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where

lij = −aij , ∀i, j = 1, 2, . . . , N, i ̸= j

lii =
N∑

j=1

aij , j ̸= i

It is to note that if for any edge (vj , vi) /∈ E then lij = −aij = 0. Matrix L satisfies the followings:

lij < 0, ∀i, j = 1, 2, . . . , N, i ̸= j

N∑

j=1

lij = 0, i = 1, 2, . . . , N

Similarly to adjacency matrix, Laplacian matrix of an undirected graph is always symmetric. Laplacian
matrix of a directed graph is not symmetric and often known as directed Laplacian matrix [13] or non-
symmetric Laplacian matrix [14]. In the current thesis, Laplacian matrix of a direct graph is simply
refereed as Laplacian matrix without any prefix. The Laplacian matrix of the undirected graph in
Figure 1.4a is given below

L =









2 −1 0 0 −1
−1 3 −1 0 −1
0 −1 2 −1 0
0 0 −1 2 −1
−1 −1 0 −1 3









while the Laplacian matrix of directed graph in Figure 1.4b is given as

L =







0 0 0 0
−1 1 0 0
−1 0 1 0
0 0 −1 1







Laplacian matrix can also be defined as L = A−D, where D = [dij ] is the in-degree matrix of size
N ×N given as dii =

∑N
j=1 aij , i = 1, 2, . . . , N and dij = 0 for i ̸= j.

Remark 7. Laplacian matrix L always has zero row sum and 0 is an eigenvalue of L with associate
eigenvector 1N where 1N is N×1 vector with all entries equal to 1. Moreover, all non-zero eigenvalues
of L are positive.

Remark 8. For an undirected graph, 0 is simple eigenvalue of L if and only if the undirected graph
is connected. For a directed graph, 0 is a simple eigenvalue of L if and only if the graph is strongly
connected. In other words, if directed graph has at least one spanning tree, then 0 is a simple eigenvalue
of L.

1.4 Consensus control problem

Consensus seeking is considered as one of the fundamental problems of cooperative control of MAS
and that is why it has attracted great attention from researchers in the recent years. In consensus,
agents are required to reach an agreement for some common feature. These common features may
vary in accordance with applications and requirements. For instance, the feature of interest in the
case of mobile robots could be positions and velocities or for UAVs, altitude could also be a feature of
interest where all the UAVs may require to maintain a common height.

The consensus problem can be divided into two categories: leaderless consensus and leader-
following consensus. To understand these two cases, we first introduce a leader.

Definition 9. A leader is an agent which produces a reference state that represents a control objective
or a feature of common interest for the other agents in the MAS. A leader could either be real or virtual.
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1.4.1 Leaderless consensus

A leaderless consensus is also known as consensus producing. If agents are not required to track any
reference trajectory then the consensus problem is called leaderless consensus. The final consensus state
in this case is inherent and generally depends on the initial states of the agents and the communication
topology. Let us consider a MAS consisting of N agents whose dynamics evolves with the following
differential equation:

ẋi(t) = Fi (xi(t), ui(t)) , i = 1, 2, . . . N (1.2)

where xi(t) ∈ R
n and ui(t) ∈ R

p represents the state and the input of agent i respectively. The
leaderless consensus control then can be defined as follows.

Definition 10. The leaderless consensus or consensus producing is achieved by the MAS if for all
xi(0) and for all i, j = 1, 2, . . . N , ∥xi(t)− xj(t)∥ → 0 as t → ∞.

In the consensus control problem, the goal is to design a distributed control protocol that drives
all or a few states of the agents such that they reach some common value as described in Definition
10. The final value at which the states of the agents reach is called a consensus value. Let the agents
in the MAS have simple single-integrator dynamics as described below

ṙi(t) = ui(t), i = 1, 2, . . . N (1.3)

where ri(t), ui(t) ∈ R
m with m ∈ N are the agent position and control input respectively, then a trivial

distributed control input for the ith agent can be designed as below [15–17].

ui(t) = −
N∑

j=1

aijK[ri(t)− rj(t)], ∀i, j = 1, . . . , N, j ̸= i (1.4)

where aij is the ijth entry of the corresponding adjacency matrix A ∈ R
N×N and K is a positive gain.

Example: Let us consider a MAS consisting of 4 agents. The initial conditions of the agents are
x1(0) = −4, x2(0) = −2.5, x3(0) = 1 and x4(0) = 3. Two possible communication networks are shown
in Figure 1.6. The corresponding consensus results are shown in Figure 1.7. From these results, it
can been seen that the final consensus value depends on the initial condition of the agents and the
communication topology. However, the final consensus value is constant in any case.

1
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4

(a) (b)

Figure 1.6: Communication topology for leaderless consensus

Problem of leaderless consensus for single integrator MAS has remained a focus of interest for
the research community and has been investigated from various aspects. One of the most important
conclusion from these studies for directed fixed topology is that the MAS achieves consensus if the
corresponding communication graph has a directed spanning tree [18]. Olfati-Saber and Murray
studied the average consensus problem of MAS with both fixed and switching topologies [15]. They also
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Figure 1.7: Leaderless consensus

investigated the problem of time delays in the communication network. Authors in [19] also proposed
an algorithm to deal with switching topology and time delays. The issue of constant and time-varying
delays in the communication of state information has been discussed in [20]. Sufficient conditions for
the consensus of heading angles of the agents with undirected switching topology are shown in [16].
Ren and Beard presented consensus algorithms with more relaxed conditions as compared to [16] and
[15] for both continuous and discrete-time first order MAS [18]. Fixed-time consensus protocols for
single integrator MAS can be found in [21,22].

A broad class of MAS consists of mechanical mobile agents. The basic equation of motion for
such agents normally requires double integrator dynamics [23,24]. For example, physical systems like
robotic vehicles can be represented as linearized double integrator dynamic systems where position
and velocity are the information states [15, 16]. Double integrator dynamics of i are presented as

{

ṙi(t) = vi(t),

v̇i(t) = ui(t)
(1.5)

where ri, vi, ui ∈ R
m represent respectively the position, velocity and control input of the i-th agent

(m ∈ N). Unlikely leaderless consensus of MAS with single integrator dynamics, double integrator
dynamics might have a time-varying (dynamic) consensus value. Therefore, the dynamics of the
system also plays an important role in leaderless consensus. A simple distributed leaderless consensus
controller for double integrator MAS can be designed as follows [25,26]

ui(t) = −
N∑

j=1

aij [K1(ri(t)− rj(t)) +K2(vi(t)− vj(t))] (1.6)

for all i, j = 1, . . . N and i ̸= j, where K1 and K2 are the positive gains. The consensus is said to be
reached if ri(t) → rj(t) and vi(t) → vj(t) as t → ∞.

Due to the vast applications of second-order MAS, it has been widely studied in the literature for
different perspectives. For instance, Xie and Wang, in [27], extended the single-integrator consensus
protocol of [15] for double-integrator MAS with undirected communication graph. Sufficient and
necessary conditions associated with the communication topology and Laplacian matrix for a general
consensus protocol for MAS with double integrator dynamics are obtained in [28, 29]. It has been
shown that how the real and the imaginary parts of eigenvalues of Laplacian matrix plays a vital role
in achieving consensus. Ren and Atkins discussed MAS consensus protocols in [25] and showed that
condition of spanning tree is necessary rather than sufficient in case of double integrator dynamics.
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Consensus algorithms for double integral agents with heterogeneous inertias are proposed in [30, 31]
and it was further improved by introducing heterogeneous controller gains by Mei et al. in [23].
Authors in [24] proposed a distributed consensus algorithm for double-integrator MAS that relies on
relative position and absolute velocity of the agent. The final consensus is achieved with zero final
velocity of all the agents.

The case of switching topology with arbitrary communication delays has been investigated in [32].
Conditions for reaching consensus are derived in the form of matrix inequalities through Lyapunov
functions with delay partitioning. Leaderless consensus for switching topology is also studied by Ren
and Beard in their article [18]. Consensus with switching topologies for nonlinear double-integral
dynamical system has been investigated in [33] where a transformation is applied to convert the
consensus problem into a stabilization problem of a switched system. Sliding-mode-control based
consensus algorithm for second-order MAS is presented by Yu et al. in [34]. Results of fixed and finite
time leaderless consensus of second-order MAS can be found in [35–38], to name a few. Similarly, the
leaderless consensus problem for higher-order integrator MAS is also well investigated e.g [39–42].

1.4.2 Leader-following consensus

Contrary to consensus producing, in various practical applications, it is required that the agents follow
a constant or time-varying reference trajectory, where the reference trajectory is produced by a leader
(real or virtual). Therefore, it is known as leader-following consensus or consensus tracking. The
leader is generally labeled as 0. Let us assume that the leader dynamics are

ẋ0(t) = Fi (x0(t), u0(t)) (1.7)

where the leader input u0(t) can be designed to achieve any desired time-varying reference trajectory
depending upon the application. In the leader-following consensus, the objective is not only to ensure
that each agent of MAS reaches consensus on a common state but that common state must also
converge to the reference trajectory produced by the leader.

Mathematically, the leader-following consensus can be defined as follows.

Definition 11. The leader-following consensus is said to be achieved by the MAS if for all xi(0),
∥xi(t)− x0(t)∥ → 0 as t → ∞ for all i = 1, 2, . . . , N .

In distributed leader-following consensus control, the leader’s state information is only available to
a small group of the agents. It is a proven fact that to achieve leader-following consensus for a directed
communication network, the corresponding graph must have a directed spanning tree with the leader
as a root. A trivial continuous-time distributed leader-following control law for a single-integrator
dynamic MAS can be be designed as follows:

ui(t) = −
N∑

j=1

aij [ri(t)− rj(t)]− bi[ri(t)− r0(t)], j ̸= i (1.8)

where bi is the ith diagonal entry of pinning matrix B = diag{b1, . . . , bN} and bi = 1 if agent i can
receive information from the leader and zero otherwise.

Definition 12. A communication topology which contains the leader and the followers and one or
more followers are pinned to the leader (receive the leader’s data) is called pinning joint communication
topology.

Consider a MAS with 4 followers and one leader. Figure 1.8 shows four different cases of com-
munication network between the leader and the followers. In case (a), b1 = 1 and bj = 0, ∀j ̸= 1
since the leader can only transmit its state information to follower 1. In case (b), the leader can send
information to follower 4 hence b4 = 1 while bj = 0, j ̸= 4. The leader can communicate to more than
one followers as shown in case (c) where the leader is connected to follower 1 and 2. Therefore, bj = 1
for j = 1, 2 and bj = 0 for j = 3, 4. Case (d) is a special case where bj = 1, for all j corresponding to



1.4 Consensus control problem 17

the topology where leader can send its information to all the followers. Case (d) does not fulfill the
core objective of distributed control as leader is acting like a central unit communicating to all the
other agents and if the followers do not communicate among them, they can reach the the leader’s
trajectory.
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Figure 1.8: Communication topology among 4 followers and a leader

In [43], a leader-following algorithm for second-order system with time-varying leader velocity is
given as below:

ui(t) =
1

κi

N∑

j=1

aij [v̇j(t)−K1(ri(t)− rj(t)) +K2(vi(t)− vj(t))]

1

κi
bi [v̇0(t)−K1(ri(t)− r0(t)) +K2(vi(t)− v0(t))] (1.9)

for ∀i, j = 1, . . . , N , i ̸= j, aij is the ijth entry of the corresponding adjacency matrix, κi ,
∑N

j=1 aij+
bi ̸= 0 and K1,K2 > 0. It is to note that in the above control law, each agent not only requires the
position and velocity of its neighbors but also the derivative of the velocity which, in fact, is the input
of the neighbor (i.e. v̇j = uj). Therefore, the above algorithm can only be used for leader-following
consensus if full states and input of the agent is available to the neighbors. Figure 11 illustrates
leader-following results for all four cases of communication topology shown in Figure 1.8 using the
above control law (1.9). It can be seen that in all cases, the followers track the leaders trajectory. The
only condition for a communication topology is to have a directed spanning tree with the leader as a
root.

The leader-following consensus problem for MASs with general single, double, and higher order
integrator has been extensively studied in last few years. In [44], a first-order consensus seeking
algorithm was modified to track a time-varying trajectory of the leader. Hong et al. proposed a leader-
following algorithm for MAS where the followers dynamics are governed by a first-order integrator
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Figure 1.9: Leader-following consensus

while the leader is active with second order dynamics [45]. The results of [45] were further extended
for second-order followers’ dynamics in [46]. However, it is considered that the input (acceleration)
of the virtual leader is available to all the agents. This condition is relaxed in [47] where the authors
proposed virtual structure based approach. The problem of switching topology with time-varying
delays has been studied in [48] for a second-order MAS. Leader-following with higher-order dynamics
agents has been investigated in [49] for both fixed and switching topologies. In [50], the authors
proposed a leader-following control algorithm for general time-varying linear MASs with both fixed
and switching topologies. Fixed-time leader-following consensus has been discussed in [51–53] while the
leader-following problem for nonlinear MAS is investigated in [54–57] and references within. Similarly,
researchers have also proposed leader-following consensus schemes for nonholonomic robots and UAVs
[58–62].

1.5 Formation control problem

Formation control is another important area of interest in the domain of MAS. It refers to the problem
of controlling positions, velocities and/or orientation such that they produce a desired geometric shape.
Formation control has various applications in exploration and mapping, environment monitoring,
satellite communication, secure surveillance, military, heavy payload transportation and entertainment
etc.

The first step in formation control problem is to select a desired geometric pattern while keeping in
mind the physical constraints of the agents. The formation shape can either be fixed or time-varying
depending on the application. Like consensus control, formation control can be separated into two
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(a) (b)

(c) (d)

Figure 1.10: Applications of formation control of MAS (a) mobile robots encircling the leader (b)
fighter jets formation for defence and surveillance (c) drones making Olympic rings (d) satellites
formation to cover maximum earth coverage

classes based on whether the formation has any reference trajectory or not, called formation producing
and formation tracking [63].

• In formation producing, the agents are only required to produce the desired geometric shape
and maintain it for all future time.

• On the other hand, in formation tracking, the agents are not only required to make the
desired shape but also track a reference trajectory produced by a leader while maintaining the
formation.

A simple example of formation producing and formation tracking is shown in Figure 1.11.
In the literature, formation control strategies are also characterized based on agent sensing capa-

bility and interaction topology as mentioned in a survey by Oh et al. [64]. Note that these approaches
are not characterized based on centralized of distributed but rather the characterization is based on
the variables which are sensed and controlled by the agents to achieve the formation. Three very
common approaches are:

• Position-based approach: [65–68] Agent measures it own position through the sensor in a
global frame and controls the position actively to converge to the desired position which is also
defined in the global frame. The desired formation is described by specifying the desired position
of each agent. Hence, for a general position-based approach, interaction among the agents is
not be an obligation since the formation can be achieved through individual position control of
an agent [69]. However, neighbors’ position information can be used to enhance performance of
the control scheme and to achieve additional goals. The main drawback of this approach is that
the agents require advance sensors to measure their position accurately in the global frame and
sometime require a prior trajectory to be evaluated for each agent.

• Displacement-based approach: [70–72] The formation is defined by the desired displacement
of the agents in a global frame. The displacement of the agent is controlled under the assumption
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(a)

(b)

Figure 1.11: Formation control (a) formation producing (b) formation tracking

that the agent can sense the relative distance of the neighbors in the global frame. No absolute
position is required but the orientation of the global frame is needed to be known. This approach
is moderate in term of interaction topology and sensing capability.

• Distance-based approach: [66, 70, 73–75] In this approach the formation pattern is specified
by inter-agent distance. The inter-agent distance is actively controlled to achieve a desired
formation. The agents need to sense the neighbors’ relative distance in their local frames which
is not necessarily aligned with the local frames of other agents. Therefore, the disadvantage of
distance-based approach is that the orientation and translation of the formation are not unique
anymore.

Researchers have also distinguished formation control techniques based on leader-follower architecture
[76–82], virtual structure [64, 83–88], and behavioral control [89–92]. In leader-follower architecture,
one agent acts like a leader and the other agents follow the leader’s position with some predefined
offset. The formation is considered as a single virtual structure object in virtual structure based
approaches. The required motion of the whole virtual structure is provided and then the movement of
the agents is decided based on the virtual structure. Distance-based control and displacement-based
control are examples of virtual structure. Sometimes a leader-follower approach and virtual structure
approach are combined to drive the formation to a desired target. In behavioral-based formation
control, various behaviors of the agents are defined. Such behaviors might incorporate collision and
obstacle avoidance or cohesion. Formation is not explicitly defined in the behavioral-based approach
rather the prescribed behavior describes the formation.

Consensus-based formation control design is another interesting approach especially when
distributed control is the main objective. According to the definition of consensus, agents converge
to a common desired value. By choosing appropriate deviation from the consensus state, a consensus
algorithm can be applied to achieve a desired formation. Moreover, all the above mentioned formation
control techniques can be unified and incorporated in consensus-based formation control [93, 94] by
choosing appropriate consensus state and they usually provide a more reliable and robust solution
even if some of the agents are subject to a failure [95]. Various consensus-based formation control
strategies have been proposed in the literature. For instance, Ren proposed a consensus based forma-
tion controller for a second-order MAS [93]. [96] presents a distributed algorithm for formation flight
of UAVs. The algorithm is based on feedback linearization and consensus protocol along with the
failure detection logic. The proposed algorithm only deals with formation producing. The consensus-
based formation producing problem for UAVs has also been studied in [97]. A time-varying formation
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tracking algorithm for second-order MAS with switching topology is proposed by Dong et al. in [94].
The proposed algorithm has been applied on a team of quadrotors to enclose a target in xy-plane. Liu
et al. have proposed a formation control technique which deals with the problem of input saturation
[98]. They use low gain feedback and Lyapunov function theory to prove that with their proposed
algorithm, semi-global formation tracking can be achieved even in the presence of switching topology
and input saturation. Consensus-based formation tracking laws for various communication topologies
which include spanning tree shaped, complete and ring shaped are presented in [99] for the systems
whose kinematics evolve on Lie group. Mondal et al. combined collision avoidance and consensus
approach to propose a distance-based formation controller [72]. Consensus-based formation tracking
control for a team of mobile robots has been presented in [100]. The authors provided a transforma-
tion to convert the formation control problem into a trivial consensus problem. A consensus-based,
leader-follower structured controller has been proposed by Manoharan and Chiu in [101] for formation
tracking of automatic vehicles. [102] discusses a nonlinear formation controller for a team of mobile
robots. A distributed observer has been used to estimate the reference trajectory as it is considered
that the reference state is not continuously available.

1.6 Issues and challenges in distributed cooperative control design

Despite the fact that a lot of research has been done in the field of cooperative control, there are still
many open problems that need to be addressed, especially when it comes to practical applications.
Designing a distributed control law for real world scenarios requires various factors to be taken into
account which pose serious challenges. Most of these challenges are related to restricted communication
capabilities as well as hardware and physical limitations of the agent.

Communication constraints: In most of the previously mentioned literature on consensus and
formation control problems, it is considered that each agent in the MAS receives its neighbors’ in-
formation in continuous time. However, it requires infinite bandwidth to transmit continuous data.
Additionally, due to digital nature of the of communication equipment, the data is always communi-
cated in discrete-time [103].

Several control techniques to deal with sampled data issues in cooperative control have been pro-
posed by the research community. For instance, Pan and Qiao proposed a discrete-time consensus
algorithm for double integrator MAS in [104] where communication delay was considered and condi-
tions for consensus under such delays were derived using linear matrix inequalities. Several sufficient
and necessary conditions on controller gain, communication topology and sampling time were pro-
posed in [105,106] for the convergence of sampled-data coordination protocols for agents with double
integrator dynamics. In [107], average consensus was achieved asymptotically for a dynamic network
provided that there always exists a directed spanning tree. Integral sliding mode control based consen-
sus algorithm was proposed in [108] for both leaderless and leader tracking of second-order MAS with
disturbance. The authors in [109] investigated a discrete-time consensus algorithm for second-order
MAS. It was shown that agents achieve consensus in the presence of switching communication topol-
ogy with non-uniform time delays and sampled data. Eichler and Werner discussed the optimization
of convergence speed for only fixed communication topology [110]. A leader-following protocol for
second-order MAS in a sampling setting with Markovian switching topology has been presented in
[111]. Wu et al. derived mean square consensus tracking with a virtual leader in [112]. In this paper,
the tracking error not only depends on the sampling period and delay but also on the velocity and
acceleration of the virtual leader. The problem of intermittent communication was addressed by Liu
et al. in [113]. The authors proposed a consensus algorithm based on persistent-hold techniques for
first order systems.

While the above mentioned sampled data techniques consider that the system has a constant
sampling rate T i.e. the data is transmitted at regular time intervals, in real world applications,
irregular and nonuniform sampling rates are inevitable due to various factors like time delays, packet
loss etc. Moreover, exact clock synchronization of the agents is also impossible. Therefore, in practice,
the agents transmit their data asynchronously and the transmission is totally independent of other
agents. Asynchronous transmission can prove to be useful as well. For example, less frequency
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bandwidth is required when agents send data at different instants from the other agents. Inspired by
this, researchers have suggested event-triggering based control algorithms in which the information is
transmitted by an agent only when it is required. This is achieved by defining some conditions that
will trigger the communication hence the name, event-triggering based control. A huge amount of
literature is available on this type of distributed cooperative control schemes. In [114], Dimarogonas
et al. proposed an event-triggering based distributed control for MAS. The next triggering time is
calculated when a particular event takes place. An event-triggering based algorithm with a state-
dependant triggering function was proposed in [115]. An observer based event-triggering consensus
protocol was proposed in [116–118] where the control law is updated using the estimated states. Other
examples can be found in [119–122] and the references inside them. One of the main difficulties in
such control techniques is to determine the triggering function which can ensure the quality of task
completion by MAS.

Another problem which is not considered in most of the existing literature on cooperative control
of sampled-data MAS is related to the nature of the control input. Generally, the control input of the
agent is kept constant between two sampling instants. However, time-varying control input is more
advantageous and can be taken into consideration since the transmitted data has to be sampled not
the control input.

Agent sensing constraints: Another common assumption in MAS distributed control design
is that the full states of the agents are available. Whereas, in practice, it is not always easy to
measure every state of an agent due to limited on-board resources. Therefore, some states are not
accessible for the agents. For instance, to reduce the cost and size of a robot, it is usually equipped
with only position sensors like the odometer. Hence the velocity state cannot be measured directly.
Moreover, even if both position and velocity states are available, transmitting them will also require
more communication resources as compared to sharing only position states. However, in order to
design an effective state feedback control law to steer the robot to the desired path, both position
and velocity states are required. Such scenarios give rise to the need for state estimators for the
dynamic systems to achieve desired goals in safe and economical manners. Unavailable states can be
reconstructed through state observers which use available output data. State observers are discussed
in detail in the next section.

Switching topology: Usually it is considered that the communication topology among the agents
of a MAS remains fixed during the cooperative process. However, in many real applications, it is
sometime not practically feasible for the agents to throughout maintain a fixed topology. This could
be due to various reasons like transmission link failure, communication rage limitation or collision
avoidance etc. Therefore, switching topology is more suitable option in these scenarios. Various co-
operative control techniques for MAS with switching topology are studied in literature for instance in
[94, 98, 123, 124]. However, these research work mostly do not consider the above mentioned commu-
nication and sensing constraints.

Collision among agents: Inter-agent collision is another important issue in MAS cooperative
operation. Agents can be damaged due to collision and this could be catastrophic as well. Therefore,
it is highly essential to ensure collision avoidance when agents are performing some cooperative task.
For mobile physical agents, position consensus may not be suitable as agents will collide with each
other when they reach the final consensus state. In formation producing and formation tracking it
is clear that an agent will not collide if the formation shape is chosen with appropriate inter-agent
distances. However, agents may still collide while converging to the final shape from their initial
positions. Collision avoidance during transient can be managed by incorporating some intelligent
mechanism along with the formation controller to keep a minimum distance between the agents.

1.7 State observers

A state observer estimates the state variables from the available information. Observers were first
developed by Luenberger more than half a century ago [125]. To understand the basic design of the
Luenberger observer, let us consider a continuous time linear time-invariant system with single agent
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(also known as a plant). The dynamics of the plant is given as
{

ẋ = Ax+Bu

y = Cx
(1.10)

where x ∈ R
m and u ∈ R

n are state and input vectors while y ∈ R
p is the output vector and m,

n and p ∈ N. A, B and C are state, input and output matrices of appropriate size respectively. A
typical linear observer uses the input and the output of the system to estimate the system states. An
observer can only be developed if the system is observable. For a linear system with n states, the
system is observable if the observability matrix O = [C,CA,CA2, . . . , CAn−1]T has row rank equal to
n. A simple linear observer for state estimation can be given as

x̂ = Ax̂+Bu+ L(y − ŷ)

= Ax̂+Bu+ LC(x− x̂)

where L ∈ R
n is the observer gain matrix and estimated output ŷ is

ŷ = Cx̂

The estimation error dynamics can be be written as follows

˙̃x = x− x̂

˙̃x = (A− LC)x̃

If L is selected such that the real part of the eigenvalues of A− LC are negative then the estimation
error will converge to zero as t → ∞ which implies that x̂ = x.

These kinds of observers work very well only if the exact system model is available as it can be
seen from the observer design. However, in practice, exact system modelling is not possible. In the
case of modelling uncertainty, choosing observer gain L such that A − LC becomes Hurwitz may
not lead to estimation error convergence. To cope with this problem, researchers have proposed
high gain observers [126, 127]. High gain observers became more famous to reconstruct the states of
nonlinear systems [128,129] since the non-linearity can be considered as uncertainty [130]. The gains
of the observer are chosen to be high enough (therefore named high gain observer) to ensure that the
uncertain terms vanish with time. High gains not only attenuate the uncertainty but also make the
observer dynamics fast.

In practical applications, the output measurements are usually discrete rather than continuous
i.e one gets output y only at sampling instants tk with k = 1, 2, . . . . Therefore, continuous time
observers are not quite useful for real applications especially when the sampling time of the output
is comparatively high. Moreover, irregular and asynchronous sampling rate is also inevitable in real
world scenarios. To deal with these issues appropriately, continuous time observers are required to be
redesigned for discrete output measurement. This leads to the development of continuous-discrete time
observers. Earlier works on continuous-discrete time estimation can be found in [131] where observer
of [128] is extended to drive continuous-discrete time Kalman filtering. A constant gain continuous-
discrete time observer for uniformly observable systems is presented in [132]. The constant gain
is calculated through stationary discrete Lyapunov equations. A continuous-discrete time observer
based on a simple model for a complex system is proposed by Astorga et al. in [133]. The designed
observer is applied on chemical reactors. In the aforementioned continuous-discrete time observer,
state prediction is provided between two consecutive intervals through a dynamical system which
is similar to the underlying system. The state prediction is updated when output measurement is
available at the sampling instant. Raff et al. proposed an impulsive observer design for a specific class
of nonlinear systems with nonuniform sampled output data [134]. In this approach, the correcting
term is expressed in the form of the difference between the estimation and the last output sample.
The correcting term is multiplied with a constant gain and only updates when an output sample
is available. The conditions for gain and observer convergence analysis are obtained through Linear
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Matrix Inequalities (LMI) method. [135] presents another interesting approach for continuous-discrete
time observers where an output predictor is used to predict the system output when it is not available
between two samples. Then this output predictor is coupled with a continuous time observer as shown
in Figure 1.12. Ordinary differential equations have been used to predict the output between samples
with the last measured output as the initial condition.

Figure 1.12: Sampled data observer using output predictor

Combining the concepts of [134] and [135], authors of [136] proposed a continuous-discrete time
controller for a Multi-input-Multi-Output (MIMO) system with Lipschitz non-linearities and variable
sampling period. The considered system can take the following form

ẋ(t) = Ax(t) + ϕ(u(t), x(t))

y(tk) = Cx(tk)

with x = [x1, x2 . . . xq]
T ∈ R

n with xi ∈ R
p for i = 1, . . . q and C = [Ip, 0p . . . 0p] of compatible size. ϕ

is a triangular shaped function and output y(tk) = x1(tk) ∈ R
p. Instead of using a fixed observer gain

like in [134], a time-varying and sampling time dependant gain is introduced. The proposed observer
dynamics are given as follows

˙̂x(t) = Ax̂(t) + ϕ(u(t), x̂(t))−∆−1
θ Ke−θK1(t−tk) (Cx̂(tk)− y(tk))

where K = [K1, . . . ,Kq]
T is selected such that matrix A−KC is Hurwitz. ∆θ = diag{Ip, 1θ Ip . . . 1

θq−1 Ip}
with design parameter θ ≥ 1. It has been shown through Lyapunov analysis that if sampling periods
remain below a certain bound, the observer error will converge exponentially. The use of exponential
time-varying gains for the estimation and stabilization of a variable sampling time output system can
also be found in [137–139].

Using a state observer to reconstruct the unknown states of the agent and its neighbor in MAS
is naturally a promising choice. Distributed observers for MAS have been well investigated in the
literature. Mostly, the motivation behind such approaches is to modify and expand the conventional
observer design methods to obtain distributed observers. For instance, a traditional linear observer
is used to reconstruct an agent’s own unknown state in [140] and the estimated states are then
transmitted to the neighbors. In [46] an observer based leader-following protocol is proposed for a
continuous time MAS with second order agent dynamics. It is considered that the leader only has
a position sensor and its velocity cannot be measured. Furthermore, it is considered that the leader
input is some common policy known by each agent. A reduced order (first-order) continuous time
observer is designed for an agent to estimate the unknown leader velocity. A high gain sliding mode
based observer has been proposed in [141] to estimate the unknown velocity of the leader in finite time.
The estimated velocity is then used to design finite-time cooperative control law for leader tracking.
Authors in [142] studied consensus problem of double-integrator MAS when the velocity information is
unavailable. Observers have been used to reconstruct the velocity to be used for a feedback consensus
controller. Hu et al. studied an observer-based consensus protocol for nonlinear MAS [143]. Two
observers are designed, a local observer from local output information of the agent and a distributed
observer through the received output information of the neighbors. A few other examples of observer-
based distributed cooperative controls can be found in [144–146]. Observer-based cooperative control
protocols for MAS with switching topology are discussed in [147–150]. A position estimation-based
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formation controller with collision avoidance capability is presented in [151]. The proposed algorithm
is tested on a group of small mobile robots.

The above mentioned papers consider that the information is available in continuous time. How-
ever, for the cases where only partial states are accessible in discrete-time, only a few results are
available in literature. A distributed observer is proposed in [152] to address the consensus problem
of high order nonlinear MAS in which the only available data are sampled and delayed outputs. Du et
al. studied consensus problem for MAS with stochastic sampling output [153]. It is assumed that the
sampling period switches strictly between only two values. Observer-based event-triggering protocols
for sampled data MAS have been discussed in [154, 155]. The first attempt to solve the problem
of leaderless consensus for double-integrator MAS with nonuniform sampling was made in [156]. A
continuous-discrete time observer has been used to estimate the agent’s and neighbors’ state in con-
tinuous time from available data. However, the leader-following consensus and formation tracking of
MAS with nonuniform and asynchronous sampling are still open problems.

1.8 Contribution of thesis

The aim of this thesis is to study distributed consensus and formation of MAS. It is clear from the
discussion and literature presented in the previous sections that the available cooperative control
schemes do not take various limitations into account. Motivated by this, the current thesis focused on
the design and implementation of distributed cooperative control laws for a double-integrator MAS
with communication and sensor constraints. These considered constraints are given below:

• Each agent can only measure its position state.

• Agents are not equipped with sensors to measure their velocity.

• Agents do not have access to the input (acceleration) of their neighbors.

• The measured state is transmitted to the neighbors at irregular and non-uniform time intervals.

• The transmission among the agents is asynchronous and totally independent of other agents in
the network.

• The communication topology among the agents is directed.

The following control algorithms have been proposed for the MAS with above mentioned constraints:

• Firstly, a continuous-time distributed leader-following consensus algorithm is proposed for fixed
communication topology. It is assumed that only a small portion of the agents have access to the
leader position. A continuous-discrete time observer with time varying exponential gain has been
used to estimate neighbors’ and the agent’s own position and velocity in continuous-time from
the available sampled-data. These estimated states are then used to design the leader-following
consensus protocol. A Lyapunov-based convergence analysis is carried out to achieve conditions
for observer and controller parameters.

• The results of the designed leader-following controller for fixed topology is then extended for
switching communication topology. A convergence analysis of the proposed controller is carried
out which provides conditions for the switching rate between different communication graphs.

• In this thesis, we also study formation tracking algorithm for the MAS with above mentioned
constraints. Both time-varying and fixed formation shape cases are investigated. The observer
dynamics are also modified to deal with time-varying formation problems.

• Since inter-agent collision is another important issue in formation tracking control, a potential
function based collision avoidance algorithm is incorporated with the proposed formation track-
ing controller. The collision avoidance algorithm ensures that the agents converge to produce
the desired geometric shape without colliding with each other. Convergence analysis is based
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on Lyapunov theory and it provides various conditions for the stability of the system with a
proposed hybrid controller.

• Finally, all the proposed distributed control schemes are tested on a fleet of differential-drive
mobile robots. Robot Operating System (ROS) has been used to implement algorithms on the
robots. ROS is a complete operating system for robots which comes with very useful built-in
libraries with high-level functionalities to operate a robot. Therefore, it eliminates the require-
ment of building robot software architecture from scratch.

If the consensus algorithm is applied on all the states of the multi-robot network, it will cause
a collision among the robots since they will converge to the same position. In order to avoid
the collision in the consensus tracking experiment, we applied the proposed algorithm to obtain
consensus only in the x-positions of the robots. This is achieved by restricting the motion of the
robot in a a straight line in x-direction (i.e. 1-D) with some constant offset in their y-positions.
By limiting the motion of the robot to 1-D, the nonholonomic constraints the nonholonomic
constraints can be ignored and robots can be modelled as double integrator systems with position
and velocity as states.

A new control scheme, based on robot-flatness properties, is proposed to implement the designed
second-order formation tracking algorithm with collision avoidance. Through the new proposed
scheme, any double-integral control law can be applied on robots moving in a 2-D plane. Gazebo
simulator is used for robot simulations as it provides a very realistic environment while taking
into account various factors like collision and friction etc.

1.9 Thesis Layout

The remaining of this manuscript is organized as follows:

• Chapter 2: In this chapter, we investigate the problem of leader-following consensus for a
double-integrator MAS with communication constraints. First an observer based distributed
consensus protocol is proposed for fixed communication topology. Then the results are expanded
for the case of switching topology.

• Chapter 3: This chapter comprises of two parts. In the first part, distributed formation tracking
problem is discussed. A distributed consensus based formation tracking algorithm is presented
to deal with both fixed and time-varying formation patterns. In the second part of the chapter,
problem of collision avoidance is studied to achieve collision-free formation tracking of the MAS.

• Chapter 4: Application of proposed cooperative control algorithms on a multi-robot network is
studied in this chapter. Experimental platform along with ROS based distributed robot network
is presented. Moreover, control scheme for robots is also discussed. The efficiency of the proposed
algorithm on real applications is investigated through simulations and hardware implantation
results.

• General conclusion and future work: In this chapter, the obtained results are summarized
and various possible future research directions are identified.
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Chapter 2

Leader-following consensus

This chapter is focused on consensus tracking of MAS under communication constraints. First, a
continuous-discrete time observer based algorithm is proposed to achieve leader-following consensus
in the presence of various communication constraints with fixed topology. These results are published
in Journal of Franklin Institute [157]. In the second part of the chapter, the obtained results are
extended to the case of switching communication topology. These results are submitted in IEEE
Control Systems Letters [158].
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2.1 Introduction

In this chapter, the problem of leader-following consensus for double-integrator MAS with commu-
nication constraints is studied. The dynamics of the leader is not necessarily constant and can be
controlled with an external input. The leader sends its information to one or more followers while all
the followers in the network are required to follow the leader trajectory.

The problem of leader-following consensus has been widely studied in the literature, for example
in [123, 159–163] to name a few. However, there are still various issues that need to be addressed.
Communication constraints in MAS, raised due to the nature of available sensors and communication
equipment, are among those unsolved problems. Contrary to the existing literature, the focus of
this chapter is to design a distributed leader-following control algorithm for MAS with the following
communicating constraints:

• An agent only transmits its position state to its neighbors (nor its velocity nor its input).

• The agents transmit their data with irregular sampling times.

• The sampling instants for each agent are totally independent which means that no synchroniza-
tion is required for the transmission.

• The leader can communicate its position to only a small portion of the followers.

• The communication topology among agents is directed.

The objective of this chapter is to design a distributed leader-following control algorithm to deal with
all these constraints. For this purpose, an observer-based control scheme is proposed. A local high-
gain continuous-discrete time observer is used to reconstruct the position and velocity of an agent
and its neighbors in continuous time from discrete position data. Then these estimated states are
used to design the control input. Such an approach has been motivated by [156] for a leaderless
consensus problem. However, the results of [156] cannot be directly applied for the leader-following
case since the inclusion of an active leader influences the stability of the whole system. A Lyapunov-
based detailed stability analysis of the proposed algorithm is carried out and the theoretical results
are validated through MATLAB simulations. The obtained results are also extended to the case of
switching communication topology.

The chapter is organized as follows. Firstly, some preliminaries are given in Section 2.2 which
include some important definitions and results. The main problem is formulated in Section 2.3. The
observer-based controller design for leader-following consensus for fixed topology is presented in Section
2.4. It also gives the stability analysis of the proposed algorithm along with the numerical results.
An extension of the designed algorithm for switching topology is presented in Section 2.5. Finally,
Section 2.6 gives a brief conclusion.

2.2 Preliminaries

Before formulating the problem, we first introduce the notations used in this chapter, followed by
some important definitions and results.

The set of n × n real matrices is denoted R
n×n. In ∈ R

n×n is an n-dimensional identity matrix.
For any symmetric matrix A, λmin(A) and λmax(A) represent minimum and maximum eigenvalues of

A respectively.
△
= means equal by definition. DN

i denotes an N ×N matrix with all entries equal to
zero except the ith diagonal entry which is 1. ∥.∥2 and ∥.∥F represent the Euclidean and Frobenius
norms respectively. If nothing is specific then ∥.∥ denotes the Euclidean norm. diag(b1, . . . , bq), with
bi ∈ R

m×m, i = 1, . . . , q, q,m ∈ N, is the diagonal by block matrix having b1, . . . , bq on its diagonal.
1N ∈ R

N represents a vector with all entries equal to 1. The Kronecker product of two matrices A
and B is denoted as A⊗B.
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Definition 13. [164, Def. 1.2 p. 133] If a non-singular real matrix W = (wij) ∈ Z
n×n with 1 ≤ i, j ≤

n has all positive diagonal elements (wii > 0), non-positive off-diagonal entries (wij ≤ 0, ∀i ̸= j) and
all the eigenvalues have positive real part then such matrix is called M-matrix.

Lemma 14. [164, Th. 2.3-H24 p. 134] Let W ∈ Z
n×n is an M-matrix then there exists a positive

vector ω = [ω1 . . . ωn]
T such that ΩW +W TΩ > 0 where Ω = diag(ω1 . . . ωn).

Lemma 15. We have the following results:

(a) ∥A∥2 ≤ ∥A∥F ≤ √
n∥A∥2 for all A ∈ R

n×n;

(b) ∥x∥2 ≤ ∥x∥1 ≤
√
n∥x∥2 for all x ∈ R

n;

(c)
∑n

i=1

√
xi ≤

√
n
√∑n

i=1 xi for all xi ∈ R
+ with i = 1, . . . , n;

(d)
∑n

i=1(xi)
2 ≤ (

∑n
i=1 xi)

2 for all xi ∈ R
+ with i = 1, . . . , n;

(e) let µi, i = 1, . . . ,m and νj , j = 1, . . . , n be respectively the eigenvalues of A ∈ R
m×m and

B ∈ R
n×n, then the eigenvalues of A⊗B are µiνj with i = 1, . . . ,m and j = 1, . . . , n;

(f) ∥A⊗B∥2 = ∥A∥2 ∥B∥2 for all A ∈ R
n×n and B ∈ R

m×m;

(g) let A,B ∈ R
n×n be positive definite symmetric matrices, then

λmax(A⊗B) ≤ λmax(A)λmax(B)

λmin(A⊗B) ≥ λmin(A)λmin(B)

(h) for any symmetric definite positive matrix M ∈ R
n×n and x, y ∈ R

n, xTMy ≤
√
xTMx

√

yTMy
(Cauchy-Schwarz inequality);

(i) for any symmetric matrix M ∈ R
n×n and x ∈ R

n, λmin(M)xTx ≤ xTMx ≤ λmax(M)xTx
(Rayleigh inequality);

(j) let (ui)1≤i≤n a basis of Rn and (vj)1≤j≤m a basis of Rm, then (ui ⊗ vj)1≤i≤n,1≤j≤m is a basis of
R
nm;

(k) let A ∈ R
n×n be a symmetric definite positive matrix and B ∈ R

×m be a symmetric semi-definite
matrix, then the following inequality hold

λmin(A)In ⊗B ≤ A⊗B ≤ λmax(A)In ⊗B.

Proof. (a) See [165, p.304], section 5.6.23

(b) See [165, p.304], section 5.6.23

(c) Consider X =






√
x1
...√
xn




, then we have

∥X∥1 =
n∑

i=1

√
xi

∥X∥2 =

√
√
√
√

n∑

i=1

(
√
xi)2) =

√
√
√
√

n∑

i=1

xi

Applying Lemma 15-b) gives the result.

(d) The proof is straightforward and then not reported here.
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(e) See [166, p.27], property IX.

(f) Denoting ρ(A) the spectral radius of matrix A, one has

∥A⊗B∥22 = ρ
(
(A⊗B)T (A⊗B)

)

= ρ((ATA)⊗ (BTB))

= ρ(ATA)ρ(BTB)) (by applying Lemma 15-e)

= ∥A∥22 ∥B∥22

(g) The two inequalities are obtained directly from Lemma 15-e).

(h) See [165, p.15], subsection 0.6.3.

(i) See [165, p.234], Theorem 4.2.2.

(j) From property X in [166, p. 27], one has det(A ⊗ B) = (det(A))m(det(B))n for any matrices
A ∈ R

n×n and B ∈ R
m×m. Then taking A = (u1, . . . , un) and B = (v1, . . . , vm), one has

det(A⊗ B) = det([u1 ⊗ v1, . . . , u1 ⊗ vm, u2 ⊗ v1, . . . , un ⊗ vm]) = (det(A))n(det(B))m ̸= 0 since
(ui) and (vj) are basis of Rn and R

m respectively.

(k) Let x be a non zero vector R
mn. Let (ui) (resp. (vj)) be a basis of orthogonal eigenvectors of A

(resp. B) of Rn (resp. R
m), that is Aui = µiui, with µi an eigenvalue of A (resp. Bvj = λjvj ,

with λj an eigenvalue of B). Since, according to point h), (ui ⊗ vj)1≤i,1≤j≤m is a basis of Rmn ,
there exist reals αij such that

x =
n∑

i=1

m∑

j=1

αiju
i ⊗ vj .

One has

xT (A⊗B)x =
n∑

i1,i2=1

m∑

j1,j2=1

αi1j1αi2j2(u
i1 ⊗ vj1)T (A⊗B)(ui2 ⊗ vj2)

=
n∑

i1,i2=1

m∑

j1,j2=1

αi1j1αi2j2((u
i1)TAui2)⊗ ((vj1)TBuj2)

=

n∑

i=1

m∑

j=1

α2
ij((u

i)TAui)⊗ ((vj)TBuj) since (ui) and (vj) are orthogonal basis,

=
n∑

i=1

m∑

j=1

α2
ijµ

iλj((ui)Tui)⊗ ((vj)Tuj)

Then, since B is semidefinite positive symmetric, one has λj ≥ 0, j = 1, . . . ,m. Furthermore
((ui)Tui)⊗ ((vj)T vj) = ((ui)Tui)((vj)T vj) ≥ 0, then

n∑

i=1

m∑

j=1

α2
ijµ

iλj((ui)Tui)⊗ ((vj)T vj) ≤ max
i

{µi}
n∑

i=1

m∑

j=1

α2
ijλ

j((ui)Tui)⊗ ((vj)T vj)

= max
i

{µi}
n∑

i=1

m∑

j=1

α2
ij((u

i)Tui)⊗ ((vj)TBvj)

= max
i

{µi}xT (In ⊗B)x

The same can be done for the other inequality.

Theorem 24.
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Lemma 16. Let v1(t) and v2(t) be real valued functions verifying

d

dt

(
v21(t) + v22(t)

)
≤ −av21(t)− bv22(t) + c

∫ t

t−δ

v22(s)ds+ k, (2.1)

for all t ≥ 0, where a, b, c, δ > 0 and k ≥ 0. There exists ϱ > 0, independent of a, b, c, k, and ᾱ ≥ 0
such that if

δ < ϱmin

(
b

c
,
1

σ

)

then v1(t) and v2(t) verify the following inequality

v21(t) + v22(t) ≤ ᾱe−σt +
k

σ
, ∀t ≥ 0 (2.2)

where σ is given by

σ =
1

2
min (a, b) (2.3)

Proof. Let v = min
(

a√
2
, b√

2

)

, ξ = 2 cδ
b

and κ = 1− ξ. Since δ ∈
(
0, ϱmin

(
b
c
, 1
σ

))
, one has

0 < 2
cδ

b
< 2

c

b
ϱmin

(
b

c
,
1

σ

)

≤ 2ϱ ⇒ 1− 2ϱ < 1− ξ
︸ ︷︷ ︸

=κ

< 1 (2.4)

0 < vκδ < vδ < vϱmin

(
b

c
,
1

σ

)

≤
√
2ϱ (2.5)

Then ϱ > 0 can be chosen, independently of a, b, c, k such that for all δ ∈
(
0, ϱmin

(
b
c
, 1
σ

))

κ ∈
(

1√
2
, 1

)

(2.6)

evκδ ≤ 1 + 2vκδ (2.7)

Consider the following candidate Lyapunov function

W (vt) = v21(t) + v22(t) + c

∫ δ

0

∫ t

t−s

evκ(µ−t+s)v22(µ)dµds (2.8)

where vt(s) = [v1(t+ s), v2(t+ s)]T , s ∈ [−δ, 0]. One has

Ẇ (vt) =
d

dt

(
v21(t) + v22(t)

)
+ c

∫ δ

0

d

dt

∫ t

t−s

evκ(µ−t+s)v22(µ)dµds.

Applying Leibniz integration leads to

Ẇ (vt) =
d

dt

(
v21(t) + v22(t)

)
− vκc

∫ δ

0

∫ t

t−s

evκ(µ−t+s)v22(µ)dµds+ c

∫ δ

0
evκsv22(t)− v22(t− s)ds

By using (2.1), one has

Ẇ (vt) ≤ −av21(t)− bv22(t) + c

∫ t

t−δ

v22(s)ds+ k − vκc

∫ δ

0

∫ t

t−s

evκ(µ−t+s)v22(µ)dµds

+ c

∫ δ

0
evκsv22(t)ds− c

∫ δ

0
v22(t− s)ds

≤ −av21(t)− bv22(t) + k + c

(
evκδ − 1

vκ

)

v22(t)− vκ
(
W (vt)− v21(t)− v22(t)

)
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Since evκδ−1
vκ

≤ 2δ and given the definition of v, the following inequalities are achieved

Ẇ (vt) + vκW (vt) ≤ (−a+ vκ) v21(t) + (−b+ 2cδ + vκ)v22(t) + k

Ẇ (vt) + vκW (vt) ≤ −a

(

1− 1√
2

)

v21(t)− b

(

1− (1− κ)− κ√
2

)

v22(t) + k

Ẇ (vt) + vκW (vt) ≤ −a

(√
2− 1√
2

)

v21(t)− bκ

(√
2− 1√
2

)

v22(t) + k

Ẇ (vt) ≤ −vκW (vt) + k

Ẇ (vt) ≤ −σW (vt) + k

In order to get an over-valuation of W , one uses the comparison Lemma 2.5 p85 [167]. The solution
of the following ODE

ż(t) = −σz(t) + k

is given by

z(t) =

(

z(0)− k

σ

)

e−σt +
k

σ

Taking ᾱ = (W (v0)− k
σ
) ends the proof.

2.3 Problem formulation

Consider a group of N followers labeled from 1 to N and one leader labeled 0. The followers have the
following second-order dynamics:

{

ṙi(t) = vi(t), i = 1, . . . , N

v̇i(t) = ui(t)
(2.9)

where ri ∈ R
m and vi ∈ R

m represent the position and the velocity of i-th agent respectively while
ui ∈ R

m is its control input with m ∈ N. The dynamics of the leader is as followers and is given by:
{

ṙ0(t) = v0(t)

v̇0(t) = u0(t)
(2.10)

where p0, v0, u0 ∈ R
m represent respectively the position, velocity and control input of the leader. The

input of the leader u0 is independent and is not affected by the followers. It could be designed to
achieve any desired reference trajectory for the followers. Only the following assumption is considered.

Assumption 17. It is assumed that the control input u0 is bounded, that is, there exists δ0 ≥ 0 such
that

∥u0(t)∥ ≤ δ0, ∀t ≥ 0

2.3.1 Communication constraints

The communication connection between N followers is described by a graph G and the corresponding
adjacency and Laplacian matrices are A and L, respectively. It is considered that each agent transmits
only its position rj to its neighbor i at times ti,jk with k ∈ N, but neither its velocity vj nor its input
uj . The sampling instants ti,jk are supposed to verify

0 = ti,j0 < ti,j1 < · · · < ti,jk < . . . (2.11)

Furthermore, one assumes that there exist constants τm, τM > 0, called respectively the minimum
sampling period and the maximum sampling period, such that

τm < ti,jk+1 − ti,jk < τM (2.12)

for all k ∈ N and i = 1, . . . , N , j = 0, . . . , N .
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Example. Consider a MAS with communication topology as shown in Figure 2.1. Agent 2 receives
position data of agent 1 at time instants t2,1k for k ∈ N. These samples are used by agent 2 to estimate
the position and velocity of agent 1 in continuous time. Agent 2 also measures its own position at
time instants t2,2k to reconstruct it own states in continuous time. Similarly, agent 3 receives position

information of agent 1 and agent 2 at time instants t3,1k and t3,2k respectively and its own position at

t3,3k . Agent 1 does not have any neighbor but it uses its own position information at time instants t1,1k .

It can be noted that the time instants ti,jk for i, j = 1, 2, 3 are independent and can be chosen freely as
far as they verify (2.11) and (2.12).

Figure 2.1: Example of sampling instants for data transmission under a directed graph.

The position of the leader is considered to be transmitted to a small portion of the followers. Let the
diagonal matrix B = diag(b1, b2, . . . , bN ) be the interconnection relationship between the leader and
followers, where bi = 1 if the information of the leader is accessible by the ith follower, otherwise bi = 0.
The communication graph including the followers and the leader is denoted G̃. The corresponding
Laplacian matrix L̃ is given by:

L̃ =

(
0 01×N

−b̃ H

)

where

b̃ = (b1, . . . , bN )T

and

H = L+ B

Lemma 18. [168] Matrix H is a nonsingular M-matrix if and only if the pinning joint communication
topology G̃ has a directed spanning tree.

Assumption 19. The communication topology G̃ between the leaders and the followers has a directed
spanning tree with the leader as a root.

Note that if G̃ has a directed spanning tree, then according to Lemma 14, there exists a diagonal
matrix Ω = diag(ω1, . . . , ωN ) such that HTΩ+ ΩH > 0. Furthermore, the following notations will be
used hereafter.
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ωmax = max{ω1, . . . , ωN}, (2.13)

ωmin = min{ω1, . . . , ωN}, (2.14)

ρ = λmin(HTΩ+ ΩH) (2.15)

hmax = max
i,j

|Hij | (2.16)

The objective here is to achieve the leader-following consensus in a MAS subject to the previously
mentioned communication constraints and with a dynamic leader according to the following definition.

Definition 20. The leader-following practical exponential consensus is achieved if

N∑

i=1

∥ei(t)∥ ≤ αe−βt + γ, ∀t ≥ 0

where ei = xi − x0 with xi =
[
rTi , v

T
i

]T
, x0 =

[
rT0 , v

T
0

]T
, α, β > 0 and γ is a positive constant.

2.4 Observer based leader-following consensus

In this work, the basic idea is to use the classical continuous linear consensus controller for double
integrator MAS [28,29,43] with discrete position measurements only. In a classical consensus protocol,
it is assumed that all states of the neighbors are available in continuous time (please see Section 1.4 of
Chapter 1 for details). However, in our case, only discrete position data is available to the neighbors
at irregular and asynchronous time instants. Therefore, first, it is needed to reconstruct the position
and velocity of the agents in continuous time from the available discrete position data. We use a
continuous-discrete time high gain observer [139] to estimate the states in continuous time from the
received discrete data. As mentioned in Chapter 1, continuous-discrete time observers have been
widely studied specially for single agent system [139, 169, 170] and have proven their effectiveness for
the estimation of both available and unavailable states in continuous time for a system with discrete
output. We use the same idea to reconstruct the position and velocity of an agent and its neighbors
and then the leader-following controller is designed using these estimated states.

The proposed observer-based consensus protocol is given for t ≥ 0 by

ui(t) = −c̄λ2
N∑

j=1

aij [r̂i,i(t)− r̂i,j(t)]− c̄2λ
N∑

j=1

aij [v̂i,i(t)− v̂i,j(t)]

−c̄λ2bi [r̂i,i(t)− r̂i,0(t)]− c̄2λbi [v̂i,i(t)− v̂i,0(t)] , i = 1, . . . , N (2.17)

where r̂i,j and v̂i,j are the estimated position and velocity of agent j by agent i. Their dynamics are
given by

˙̂ri,j(t) = v̂i,j(t)− 2θe−2θ(t−t
i,j
k

)
(

r̂i,j(t
i,j
k )− rj(t

i,j
k )
)

(2.18)

˙̂vi,j(t) = −θ2e−2θ(t−t
i,j
k

)
(

r̂i,j(t
i,j
k )− rj(t

i,j
k )
)

(2.19)

for i = 1, . . . , N , j = 0, 1, . . . , N and t ∈
[

ti,jk , ti,jk+1

)

, k ∈ N, where c̄ > 0 is the coupling strength, aij
is the (i, j)-th entry of the adjacency matrix A of the directed graph G while θ and λ > 0 are the
observer and controller tuning parameter respectively. The initial conditions r̂i,j(0), v̂i,j(0) ∈ R

m of
the observers can be chosen arbitrarily. Figure 2.2 shows the block diagram of the proposed observer
based leader-following control algorithm for agent i.

Remark 21. The term e−2θ(t−t
i,j
k

)
(

r̂i,j(t
i,j
k )− rj(t

i,j
k )
)

, in the observer dynamics (2.18), (2.19), acts

as output error (ri,j(t) − rj(t)) predictor between two samples, i.e. over an interval t ∈
[

ti,jk , ti,jk+1

)

.

More details on such output predictor can be found in [169] Section III.B.
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Figure 2.2: Block diagram of proposed observer based leader-following controller for agent i

Remark 22. Each follower has a local observer which not only estimates the agent’s own states but
also the states of its neighbors.

Remark 23. The structure of the proposed observer-based leader-following algorithm also has some
advantages when it comes to communication delays and data packet dropouts. As each controller is
using the estimated states provided by the local observer, by time stamping the measured position data,
the estimation can be provided as soon as the data is received, even with a delay, by compensating
it through increasing the computation speed of the observer. Moreover, if the information packet is
lost during communication, the observer could still provide the estimation if the next data is available
within τM duration with respect to the last available data.

Theorem 24. Consider the MAS (2.9)-(2.10) with the consensus protocol (2.17)-(2.19) and assume
that the communication topology G̃ contains a directed spanning tree. If the control parameters θ, λ, c̄ >
0 satisfy the following

θ <
ϱ̄

τM
(2.20)

λ < ε∗θ (2.21)

c̄ ≥ ωmax

ρ
(2.22)

where ϱ̄ is a positive constant, ε∗ ∈ (0, 1), ωmax and ρ are given by (2.13) and (2.15), respectively,
then the leader-following practical consensus problem is solved in the sense of Definition 20. i.e

N∑

i=1

∥ei∥ ≤ αe−
λ
8
t +

βδ0
λ

(2.23)

with α and β > 0.

The proof of Theorem 24 is provided in Appendix A.

2.4.1 Discussion on Theorem 24

The conditions provided in Theorem 24 to achieve the leader-following consensus are sufficient and
obtained through a Lyapunov-based stability analysis. They provide some useful information about the
choice of the gains. For instance, it is clear from inequality (2.20) that the maximum sampling period
directly influences the choice of θ. If the maximum sampling time is high, then θ must be chosen small
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enough and vice versa. It should be noted that θ and λ dictate the convergence speed of the observer
and controller, respectively. In order to guarantee closed-loop stability, the controller dynamics must
be slower than the observer dynamics which is represented by the fact ε∗ < 1. Therefore, for a large
maximum sampling period, the system convergence rate will be slow.

It is clear from inequality (2.23) that the error will gradually converge and will enter in a ball
centered at the origin. This verifies that practical consensus is achieved. The radius of the convergence
ball of the tracking error is directly proportional to the bound of the leader input/acceleration δ0. The
size of this ball can also be reduced by increasing the controller gain λ (while keeping in mind that the
controller dynamics must remain slower than the observer dynamics in order to guarantee stability of
the closed-loop system). Furthermore, if the leader is moving with constant velocity i.e. u0 = 0, then
the MAS achieves exponential consensus.

One can remark that the conditions on the control parameters given in Theorem 24 require some
global information like H and N . Hence, each agent must have some global knowledge about the
communication topology similarly to many existing works on consensus. Nevertheless, the tuning
parameters θ, λ and c̄ are chosen beforehand and then they remain constant for all t ≥ 0. Once the
gains are set, only local information is needed to achieve leader-following consensus.

2.4.2 Simulation results

Consider a MAS with a leader denoted as 0 and 10 followers labeled from 1 to 10. The communication
topology among the agents is shown in Figure 2.3. It can be seen that only follower 2 and follower 5
have access to the leader. Moreover, Follower 5, 6, and 9 have multiple neighbors. It is also to note
that follower 8 can receive information from follower 7 and 9 but it is not transmitting its own data
to any other agent in the network.

1

2 3 4 5

6

78910

0

Figure 2.3: Communication topology for collision-free formation tracking.
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The adjacency and pinning matrices, corresponding to the communication, topology are

A =



















0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 1 0
0 0 1 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0



















,B =



















0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0



















while the Laplacian matrix can be written as

L =



















1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0
0 0 0 −1 1 0 0 0 0 0
0 0 0 −1 −1 2 0 0 0 0
0 0 0 0 0 −1 1 0 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 −1 0 0 0 0 0 2 −1
−1 0 0 0 0 0 0 0 0 1



















The simulation of the leader-following consensus protocol (2.17)-(2.19) are carried out in MATLAB.
The minimum and the maximum sampling period bound is chosen as τm = 10ms and τM = 100ms.
Using the insight achieved by Theorem 1 and Remark 1, the gains for simulation purpose are chosen
through trial and error method as c̄ = 1, λ = 1.2 and θ = 13. The initial conditions of the agents and
their local observers are chosen randomly.

Figures 2.4 to 2.6 show state estimation by different agents for various trajectories. Figure 2.4
depicts the position and velocity estimation of the leader by follower 2 in the network. Similarly,
Figure 2.5 shows the state estimation of follower 2 by follower 1 while Figure 2.6 illustrates the
estimation of follower 3’s states by follower 9. An example of the sampling time is depicted in Figure 2.7
where it can be seen that each agent has an irregular sampling rate and also these sampling instants
are independent of the other agents in the network. It is clear from these results that the designed
observer effectively estimates the position and the velocity states in continuous time.
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Figure 2.4: Estimation of leader’s states by follower 2 (a) position r̂1,0 (b) velocity v̂1,0.
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Figure 2.5: Estimation of follower 2 states by follower 1 (a) position r̂2,1 (b) velocity v̂2,1.
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Figure 2.6: Estimation of follower 3 states by follower 9 (a) position r̂3,9 (b) velocity v̂3,9.
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The proposed distributed leader-following algorithm is validated for various cases of position tra-
jectories of the leader. The first case is considered for step leader trajectory. Figure 2.8 shows the
position and the velocity consensus results while Figure 2.9 shows the corresponding tracking error.
In the second case, ramp position trajectory of the leader is considered which means that the leader
moves with a constant velocity. We set this constant velocity at 5m/s. The leader-following consensus
results for this scenario are illustrated in Figure 2.10 for both position and velocity states. The related
tracking errors are shown in Figure 2.11.
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Figure 2.8: Consensus tracking with a stationary leader (a) position (b) velocity.
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Figure 2.9: Tracking error with a stationary leader (a) position error ∥ri − r0∥ (b) velocity error
∥vi − v0∥.



42 Leader-following consensus

time
0 5 10 15

po
si

tio
n

0

20

40

60

80

Leader
Follwer 1
Follwer 2
Follwer 3
Follwer 4
Follwer 5
Follwer 6
Follwer 7
Follwer 8
Follwer 9
Follwer 10

(a)

time0 5 10 15

ve
lo

ci
ty

-30

-20

-10
-5
0
5

10

20

30

Leader
Follwer 1
Follwer 2
Follwer 3
Follwer 4
Follwer 5
Follwer 6
Follwer 7
Follwer 8
Follwer 9
Follwer 10

(b)

Figure 2.10: Consensus tracking with constant leader velocity (a) position (b) velocity.
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Figure 2.11: Tracking error with constant leader velocity (a) position error ∥ri− r0∥ (b) velocity error
∥vi − v0∥.

In the final scenario, the leader has a sinusoidal trajectory. To achieve this reference trajectory, the
leader’s input is selected as u0(t) = 0.0625sin(0.25t)m/s2. The consensus tracking results are shown
in Figure 2.12 for both position and velocity. Figure 2.13 shows the results of corresponding tracking
errors. It can be seen that only practical stability is achieved in the case of non-zero leader’s input
as expected and discussed in Section 2.4.1. Figures 2.14 and 2.15show the consensus results for the
sinusoidal leader input with tuning gains changed to θ = 8 and λ = 0.8. As mentioned earlier that
these gains not only dictate the convergence speed of the system but also, the final error depends on
λ (inequality 2.23). Therefore, one can note that the final error increases as λ decreases.

It is worth noting that in all the cases, only position information is transmitted through the
communication network, given in Figure 2.3, at nonuniform and asynchronous sampling instants.
Velocities and inputs are completely unknown to the neighbors. Despite these constraints, the system
achieved leader-following consensus.
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Figure 2.12: Consensus tracking with sinusoidal leader velocity (a) position (b) velocity.
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Figure 2.13: Tracking error with sinusoidal leader input (a) position error ∥ri − r0∥ (b) velocity error
∥vi − v0∥.

time
0 5 10 15 20 25 30 35 40

po
si

tio
n

-2

-1

0

1

2

3

4

5
Leader
Follower 1
Follower 2
Follower 3
Follower 4
Follower 5
Follower 6
Follower 7
Follower 8
Follower 9
Follower 10

(a)

time
0 5 10 15 20 25 30 35 40

ve
lo

ci
ty

-6

-4

-2

0

2

4

6

8
Leader
Follower 1
Follower 2
Follower 3
Follower 4
Follower 5
Follower 6
Follower 7
Follower 8
Follower 9
Follower 10

(b)

Figure 2.14: Consensus tracking with sinusoidal leader velocity with θ = 8.0 and λ = 0.8 (a) position
(b) velocity.
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Figure 2.15: Tracking error with sinusoidal leader input with θ = 8.0 and λ = 0.8 (a) position error
∥ri − r0∥ (b) velocity error ∥vi − v0∥.

2.5 Leader-following consensus with switching topology

In this section, the obtained results of leader-following consensus with fixed topology are extended to
the case where the communication topology among the agents changes over time. In many practical
applications, it is sometime not feasible for the agents to maintain a fixed communication topology
due to various reasons like collision avoidance, communication link failure or communication range
limitations etc. Therefore, switching topology is a more suitable option in these scenarios.

Let us consider a MAS with N followers. Denote G= {G1,G2, . . . ,GM} the finite set of all possible
topology graphs and M = {1, 2, . . . ,M} represents the set of indices. Each graph in G has same
nodes (agents) but can have different edges. The switching between the graphs is time dependant
and is modelled by a switching function σ(t) : (0,∞] → M which is a piece-wise constant function.
Let 0 = t0 < t1 < t2 . . . be the switching instants of σ(t). Furthermore, the intervals (tl, tl+1],
l = 0, 1, . . . are bounded and contiguous. Denote the directed switching graph as Gσ(t) ∈ G with Aσ(t)

and Lσ(t) as corresponding adjacency and Laplacian matrices respectively. Let the diagonal matrix
Bσ(t) = diag(bσ1 (t), . . . , b

σ
N (t)) which represents the switching interconnection between the leader and

the followers. bσi (t), for i = 1, . . . , N is equal to 1 if agent i can receive information from the leader
and zero otherwise. It is to note that the leader does not change, however, its connection with the
followers can change. The switching communication graph including the followers and the leader is
denoted Ḡσ(t).

Assumption 25. Each switching graph Ḡσ(t) has a directed spanning tree with the leader as a root.

Let us define another matrix
Hσ(t) = Lσ(t) + Bσ(t) (2.24)

If graph Ḡσ(t) has directed spanning tree, then according to Lemma 14 there exists a diagonal matrix
Ωσ = diag(ωσ

1 , . . . , ω
σ
N ) such that

HσTΩσ +ΩσHσ > 0 (2.25)

Define the following notations

ωσ
max = max{ωσ

1 , . . . , ω
σ
N}, (2.26)

ωσ
min = min{ωσ

1 , . . . , ω
σ
N}, (2.27)

ρσ = λmin(HσTΩσ +ΩσHσ). (2.28)



2.5 Leader-following consensus with switching topology 45

To avoid chattering and zeno behaviour, let us consider dwell time τd > 0 such that for all t ≥ 0,
tl+1 − tl ≥ τd where l = 0, 1, 2, . . . .

Definition 26. [171] For any switching signal σ(t) and time instants t1 and t2 such that t2 > t1 ≥ t0,
let Nσ(t2,21) describes the number of switching of σ(t) over the time interval [t1, t2). For any τa > 0
and an integer N0 ≥ 0, if

Nσ(t2,t1) < N0 +
t2 − t1
τa

(2.29)

holds, then τa is called an Average Dwell Time (ADT).

2.5.1 Controller design

The proposed distributed control law is

ui(t) = −c̄λ2
N∑

j=1

a
σ(t)
ij [r̂i,i(t)− r̂i,j(t)]− c̄2λ

N∑

j=1

a
σ(t)
ij [v̂i,i(t)− v̂i,j(t)]

−c̄λ2b
σ(t)
i [r̂i,i(t)− r̂i,0(t)]− c̄2λb

σ(t)
i [v̂i,i(t)− v̂i,0(t)] , i = 1, . . . , N (2.30)

where a
σ(t)
ij is the ijth entry of adjacency matrix Aσ(t). One should note that as compared to the

control input (2.17), aσ(t)ij in (2.30) is not constant but changes with the topology. r̂i,j(t) and v̂i,j(t),
i = 1, . . . , N , j = 0, . . . , N are the position and velocity of agent j estimated by agent i and are
computed through same continuous-discrete time observer given by (2.18) and (2.19).

Assumption 27. At each switching instant tl, l = 0, 1, . . . , every agent of the MAS sends its own
estimated states, r̂i,i(tl), v̂i,i(tl), with i=0,. . . ,N, to its new neighbors. The observer updates its value at
t = tl based on the estimations it receives from the neighbors i.e r̂i,j(tl) = r̂j,j(tl) and v̂i,j(tl) = v̂j,j(tl).

Remark 28. Assumption 27 is important for the convergence of observer in the case of switching
graphs. It ensures that once the observer error reaches zero, it will not diverge due to switching
between the graphs. Also, other than switching instants i.e. when t ̸= tl, the observer dynamics are
governed by (2.18) and (2.19). Furthermore, same observer can be used by a real leader to estimate
its own states which it could transmit to the neighbor at the switching instant.

Theorem 29. Consider the MAS (2.9)-(2.10) with control input (2.30). Let Assumptions 25 and 27
hold and if the control parameters θ, λ, c̄ > 0 satisfy the following

θ <
ϱ̄

τM
(2.31)

λ < ε∗θ (2.32)

c̄ ≥ maxp∈M{ωp
max}

minp∈M(ρp)
(2.33)

where ϱ̄ is a positive constant, ε∗ ∈ (0, 1), ωp
max and ρp are given by (2.26) and (2.28), respectively

and if the leader velocity is constant i.e. u0 = 0 and ADT satisfies the following inequality

τa >
8 ln (βK)− 1

λ
(2.34)

where K ≥ 0 and β ≥ 1 are defined in the proof, then the leader-following exponential consensus is
achieved.

The proof of Theorem 29 is provided in Appendix B.

Remark 30. The case when the leader velocity is not constant, i.e. u0 ̸= 0 is not discussed here
and considered as future work. In fact, when the leader input is nonzero, the MAS will not achieve
exponential stability but only achieves practical consensus as shown for the case of fixed topology. The
stability proof for such a case is quite complicated due to the extra terms related to leader input u0.
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2.5.2 Simulations

Let us consider a MAS consisting of one leader, labeled 0, and four followers, labeled 1, . . . , 4, and
there are 3 possible communication topologies as shown in Figure 2.16. The minimum dwell time
(τd) is chosen equal to 1 sec. The topologies are switching according to the switching signal shown in
Figure 2.17. The adjacency and pinning matrices corresponding to graphs G1, G2 and G3 respectively
are:

A1 =







0 0 0 0
1 0 0 0
0 1 0 0
1 0 1 0







,B1 =







1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0







A2 =







0 1 0 0
0 0 0 0
1 0 0 0
0 1 0 0







,B2 =







0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0







A3 =







0 0 1 0
1 0 0 0
0 0 0 0
0 1 1 0







,B3 =







1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0






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Figure 2.16: Communication topologies

Figure 2.17: Switching signal

The minimum and the maximum sampling times for simulations are τm = 0.01s and τM = 0.2s
respectively. The initial states of the agents are selected randomly. The tuning gains are chosen by
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trial and error method as c̄ = 1.6, λ = 0.7 and θ = 10. Leader-following consensus with the static
leader is shown in Figure 2.18. Figure 2.18a shows the position tracking while Figure 2.18b depicts
the velocity tracking. Similarly, consensus tracking results for ramp leader trajectory is shown in
Figure 2.19. In this case, the leader is moving with a constant velocity u0 = 2m/s. It is evident from
these results that the MAS achieves the leader-following consensus with switching communication
topology effectively.
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Figure 2.18: Leader-following consensus of MAS under switching topology with the static leader (a)
position (b) velocity
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Figure 2.19: Leader-following consensus of MAS under switching topology with ramp leader trajectory
(a) position (b) velocity

2.6 Conclusion

In this chapter, an observer-based leader following consensus protocol is developed for a MAS. The
designed algorithm provides a leader-following consensus in the presence of communication and sensor
constraints. These constraints include irregular and asynchronous sampling periods and unavailability
of agent’s velocity and input states. A high-gain continuous-discrete time observer is used for the
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reconstruction of both position and velocity states from available discrete position information. These
estimated states are then used to design the control input.

It is shown through Lyapunov-based stability analysis that the system achieves exponential sta-
bility with the proposed algorithm if the input of the leader is zero. However, for non-zero leader
input, only practical stability can be achieved where the bound on final tracking errors depends on
the maximum bound of the input of the leader.

In the case of practical stability, the final error bound can also be reduced by increasing the
controller gain. However, the controller dynamics must remain slower than the observer dynamics.
On the other hand, it has been shown that the choice of the observer gain depends on the maximum
sampling time. If the system has high maximum sampling time then the observer gain must be low.
In other words, the system response will be slower for higher sampling periods.

The obtained results are also extended to the case of switching communication topology. It is
shown that if each communication graphs contains a spanning tree with the leader as a root and if
ADT respects a certain threshold, the MAS achieves the leader-following consensus with switching
topology.

The designed algorithms are verified through MATLAB simulations for different types of leader’s
trajectories. The obtained simulation results have validated the theoretical results and have shown
the efficacy of the proposed protocol.



Chapter 3

Formation tracking and collision avoidance

This chapter deals with the problem of formation tracking and collision avoidance of a MAS with
communication constraints. The results of formation tracking are published in IEEE Control and
Decision Conference (CDC) 2019 [172], while the results of collision avoidance algorithm are
submitted in IEEE Control Systems Letters [173].
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3.1 Introduction

This chapter comprises of two parts. In the first part, the formation tracking problem of MAS under
communication constraints is investigated. Same communication constraints are considered here as
mentioned in the previous chapters which include availability of position state only and nonuniform
and irregular transmission between the agents.

In many practical scenarios, it is required that the agents of MAS create and maintain a desired
geometric shape. The required shape could either be fixed or time-varying. In some cases, it is further
required that the agents follow a trajectory while maintaining the shape. The trajectory is produced
by a virtual or a real leader. This is known as formation tracking. In this chapter, the results of the
leader-following algorithm, provided in chapter 2, have been expanded to solve the formation tracking
problem for both fixed and time-varying formations. The desired formation is achieved by introducing
an offset in the states of the agents and the leader. The offset between the states of the agents and
the leader depends on the required formation shape.

The second part of the chapter deals with another important issue in the formation tracking
problem that is to avoid collision between the agents while they converge to the desired geometric
shape. In this work, we use the Artificial Potential Field (APF) method for collision avoidance. APF
method has been used widely for MASs due to its efficiency and simplicity [47, 174, 175]. In APF, an
agent is considered as a point in a potential field. This point agent experiences a repulsion force from
the obstacles and therefore, instead of colliding with them, it steers around them. Typically, potential
functions are based on the relative distance between two agents hence do not require any global
information. APF based repulsion mechanism is adequately combined with the proposed formation
tracking algorithm to achieve collision-free formation tracking of second-order MAS.

The remaining of the chapter is organized as follows. Section 3.2 describes the formation tracking
problem and the proposed algorithm to achieve the fixed and time-varying formation. It also provides
the stability analysis of the designed algorithm followed by simulation results. Sections 3.3 discusses
the collision avoidance algorithm along with the stability analysis and simulation results.

3.2 Formation Tracking

Let us first consider a group of N followers labeled from 1 to N and one leader labeled 0. The leader
could either be real or virtual. The followers and the leader have same double-integrator dynamics
as given in Chapter 2 by (2.9) and (2.10) respectively with consideration that leader input u0 verifies
Assumption 17.

Let us consider that the communication graph between the followers is denoted as G = {V, E}
where V represents the set of nodes and E ⊆ V ×V is a set containing all the edges. An edge (i, j) for
i ̸= j exists if agent j can receive data from agent i. The adjacency matrix A = (aij) ∈ R

N×N of G with
N nodes satisfies that aij = 1 if (j, i) ∈ E and aij = 0 otherwise. The Laplacian matrix L ∈ R

N×N is
defined as lii =

∑

j ̸=i aij , lij = −aij for i ̸= j. Let the diagonal matrix B = diag(b1, b2, . . . , bN ) be the
interconnection relationship between the leader and the followers. If follower i can receive information
from the leader then bi = 1 and 0 otherwise. The communication graph including the followers as well
as the leader is denoted by Ḡ. It is defined by

H = L+ B

It is considered that the pinning joint communication topology Ḡ has a directed spanning tree where
the leader is a root of the tree which means Assumption 19 holds.

Similar to the previous chapter, it is assumed that each agent only measures its position ri and
is unable to measure its velocity vi as well as its control input ui. Furthermore, in order to replicate
the real world scenario, it is also considered that the agent position is transmitted on irregular and
nonuniform time intervals. Moreover, the sampling intervals for transmission are asynchronous. If
there is an edge (j, i) between these two agents then the sampling instant at which the position
information is transmitted from agent j to agent i is denoted by ti,jk where k ∈ N, i = 1, . . . N and
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j = 0, . . . N . The sampling instants verify condition (2.11) while the minimum sampling period τm
and the maximum sampling period τM satisfy condition (2.12).

3.2.1 Formation vector

The desired time-varying geometric shape that the followers have to form is defined by:

f(t) = [f1(t)
T , . . . , fN (t)T ]T (3.1)

where fi(t) is the formation vector of agent i and is given as:

fi(t) = [fi,r(t)
T , fi,v(t)

T ]T (3.2)

for follower i ∈ {1, . . . , N} and satisfies

ḟi,r(t) = fi,v(t) (3.3)

fi,r(t) ∈ R
m and fi,v(t) ∈ R

m correspond to the position and velocity offset, respectively. It is worth
noting that fi(t) does not represent global formation coordinates but relative offset vectors with respect
to the leader. It means that the desired geometric shape is defined with reference to the leader.

To further explain the formation vector, let us consider the following example. Consider that there
are five vehicles in a 2D plane (xy plane) i.e m = 2. One of the vehicles is acting as a leader and it
is labeled 0. The remaining four vehicles labeled from 1 to 4 are required to make a square around
the leader. The distance between the two vehicles is predefined and should not change. Then the
corresponding formation vectors for vehicles 1 to 4 with respect to the leader 0 can be chosen as

f1 = [5, 5, 0, 0]T

f2 = [5,−5, 0, 0]T

f3 = [−5, 5, 0, 0]T

f4 = [−5,−5, 0, 0]T

It is to note that since it is a time invariant or fixed formation, the corresponding velocity offset
components in the formation vectors are zero. Figure 3.1 provides a graphical representation of the
desired formation in the leader frame (x0, y0).

Assumption 31. It is considered that each agent already has the knowledge of the formation geometry
f(t).

Remark 32. The information of formation geometry is provided beforehand to the followers and is
not shared during the tracking process.

Remark 33. Since, in this context of formation tracking, each follower has a distinct desired position
to achieve the required shape, hence, the followers are not interchangeable. It is contrary to the
consensus where all followers converge to a same position. in this context of formation tracking.

Definition 34. The formation tracking problem is said to be practically solved if there exists ε̄ > 0
such that

lim sup
t→+∞

∥(xi(t)− fi(t)− x0(t))∥ ≤ ε̄ (3.4)

where xi(t) = [ri(t)
T , vi(t)

T ]T and x0(t) = [r0(t)
T , v0(t)

T ]T .

The goal is to design the protocol ui(t), i ∈ {1, . . . , N} such that the MAS (2.9)-(2.10) achieves the
practical fixed and time-varying formation specified in Definition 34 using asynchronous and aperiodic
sampled position data.
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Figure 3.1: Example of square geometric shape.

3.2.2 Output-feedback formation tracking controller

In this section, a time-varying formation tracking controller is designed and analyzed. First, for each
follower, a continuous-discrete time observer is proposed to estimate its state and the state of its
neighbors from the available local asynchronous and aperiodic sampled position data. Using these
estimates, an output-feedback formation tracking protocol is developed.

For each follower i ∈ {1, . . . , N}, the following continuous-discrete time observer is used:

˙̂ri,j(t) = v̂i,j(t)− 2θe−2θ(t−t
i,j
k

)
(

r̂i,j(t
i,j
k )− rj(t

i,j
k )
)

(3.5)

˙̂vi,j(t) = ḟj,v(t)− θ2e−2θ(t−t
i,j
k

)
(

r̂i,j(t
i,j
k )− rj(t

i,j
k )
)

(3.6)

where j = 0, 1, . . . , N , t ∈
[

ti,jk , ti,jk+1

)

, k ∈ N and θ > 0 is the observer tuning parameter. Moreover,

ḟ0,v = 0 as leader does not have any offset. Using the available local asynchronous and aperiodic
sampled position data, this observer guarantees the estimation of the state of agent j by agent i. r̂i,j
and v̂i,j are the estimated position and speed of the agent j by the agent i. The initial conditions
r̂i,j(0), v̂i,j(0) ∈ R

m of the observers can be chosen arbitrarily.
Using these estimates, for each follower i ∈ {1, . . . , N}, the formation tracking algorithm is pro-

posed as

ui(t) = ufi (t) = ḟi,v(t)− c̄λ2
N∑

j=1

aij [r̂i,i(t)− fi,r(t)− r̂i,j(t) + fj,r(t)] (3.7)

−c̄2λ

N∑

j=1

aij [v̂i,i(t)− fi,v(t)− v̂i,j(t) + fj,v(t)]

−c̄λ2bi [r̂i,i(t)− fi,r(t)− r̂i,0(t)]− c̄2λbi [v̂i,i(t)− fi,v(t)− v̂i,0(t)]

where c̄ > 0 is the coupling strength and λ > 0 is the controller tuning parameter.

Remark 35. It should be noted that due to the presence of the offset fi, the controller (3.7) and the
observer (3.5) are different from the one given in Chapter 2.
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Theorem 36. Considering that Assumptions 17, 19 and 31 are satisfied. There exist constants ϱ̄ > 0
and ε ∈ (0, 1) such that if the observer and controller gains verify

θ ≤ ϱ̄

τM
(3.8)

c̄ ≥ ωmax

ρ
(3.9)

λ = εθ (3.10)

where ωmax and ρ are given by (2.13) and (2.15) respectively, then the time-varying formation tracking
problem is solved in the sense of Definition 34 using the output-feedback controller (3.5)-(3.7).

The proof of Theorem 36 is given in Appendix C.

Remark 37. It is clear from inequality (C.7) that the system achieves practical stability where the
tracking error is gradually reduced and enters in a ball centered at the origin. The radius of the ball
depends on δ which means that in case of a static leader and time-invariant formation, the tracking
errors converge exponentially to zero. Furthermore, the radius of the convergence ball of the tracking
errors can be reduced by increasing the controller gain λ. This will also increase the speed of the
controller dynamics.

3.2.3 Simulation results

Let us consider a MAS consisting of one leader, labeled 0, and six followers, labeled 1, . . . , 6, described
by (2.9)–(2.10). The communication topology between agents is directed and is shown in Figure 3.2.
The leader can send its position information only to agent 1. One can also note that agent 4 can
receive data from both agent 1 and agent 3.

0 1

2

3

4

56

Figure 3.2: Communication topology.

The corresponding adjacency and pinning matrices are given below.

A =











0 0 0 0 0 0
1 0 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 0
0 0 0 0 1 0











, B =











1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0










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Hence the Laplacian matrix is computed as follows

L =











0 0 0 0 0 0
−1 1 0 0 0 0
−1 −1 2 0 0 0
0 0 −1 1 0 0
0 0 −1 −1 2 0
0 0 0 0 −1 1











The simulation results are divided into two parts depending on the desired geometric shape which is
either time-invariant or time-varying. Different cases for the leader trajectory are also considered. All
the simulations are carried out for a 2-dimensional space, i.e. m = 2. Therefore, position errors are
considered both in x−position, and in y−position and defined as follow.

ex = |(ri)x − (fi,r)x − (r0)x|
ey = |(ri)y − (fi,r)y − (r0)y|

Figure 3.3 shows the sampling instants at which the position information is transmitted between two
agents. One can note that the agent position is transmitted asynchronously with nonuniform sampling
periods. The maximum sampling period τM in these simulations is 130ms. The observer and controller
parameters are chosen by trial and error method and selected as c̄ = 1 θ = 11 and λ = 1.
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Figure 3.3: Sampling periods for data transmission among the agents

3.2.3.1 Time-invariant formation

A regular hexagon geometric shape is considered for the time-invariant formation case where six
followers track the leader while maintaining a constant hexagonal shape around the leader. The
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length of each side of the desired hexagonal is 2m. The formation vector f = [fT
1 , . . . f

T
N ]T is chosen

such as:

f1 = [2, 1, 0, 0]

f2 = [1,
√
3, 0, 0]

f3 = [−1,
√
3, 0, 0]

f4 = [−2, 0, 0, 0]

f5 = [−1,−
√
3, 0, 0]

f6 = [1,−
√
3, 0, 0]

Case 1: First, it is considered that the leader is stationary at (0, 0). The tracking result for this
case is shown in Figure 3.4a for different time instants. Both x and y position errors are depicted in
Figure 3.5a and Figure 3.5b respectively. It is clear from these results that the formation pattern is
successfully obtained and all the followers keep the formation for all future time.
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Figure 3.4: Fixed formation tracking with static leader

Case 2: Secondly, it is considered that the leader is moving with constant x and y velocities i.e.
uo = [0, 0]T . The velocities are selected as ux = 2m/s and uy = 1m/s respectively. The tracking result
for this scenario is shown in Figure 3.6 and tracking errors are depicted in Figure 3.7a and Figure 3.7b.
It is to note that in both Case 1 and Case 2, exponential stability is achieved.

Case 3: Finally, the case is considered where the leader is given some input. For these simulations, the
leader’s input is selected as ux = 0.03m/s2 and uy = 0.02m/s2. The tracking result for this scenario is
shown in Figure 3.8. Since u0 ̸= 0, the system achieves only practical stability. This is evident seeing
the tracking error results shown in Figure 3.9a and Figure 3.9b.
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Figure 3.5: Tracking error of fixed formation with static leader (a) x-position error (b) y-position
error.
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Figure 3.6: Fixed formation tracking with constant leader velocity
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Figure 3.8: Fixed formation tracking with leader input
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Figure 3.7: Tracking error of fixed formation with constant leader velocity (a) x-position error (b)
y-position error.
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Figure 3.9: Tracking error of fixed formation with leader input (a) x-position error (b) y-position
error.

3.2.3.2 Time-varying formation

The time-varying formation vector is selected

fi(t) =







10 cos(0.1t+ 2π(i− 1)/6)
10 sin(0.1t+ 2π(i− 1)/6)
− sin(0.1t+ 2π(i− 1)/6)
cos(0.1t+ 2π(i− 1)/6)







with i = 1, . . . , 6. If this formation is achieved, the followers will turn in a circle around the leader
keeping the distance of 10m from the leader. Again, three cases will be considered.
Case 1: In the first case, the leader is stationary and the followers are required to move from their
initial positions to form the desired circle and keep moving in that circle for all future time. Figure 3.10
shows the tracking result. The tracking errors for both x and y positions are shown in Figure 3.11.
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Figure 3.10: Time-varying formation tracking with static leader where � = initial state and o = final
state
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Figure 3.11: Tracking error of time-varying formation with static leader (a) x-position error (b) y-
position error.

Case 2: The leader is then moved with constant x and y velocities which are vx = 1m/s and vy = 1m/s
respectively. Figure 3.12 depicts the formation tracking results for different time instants while the
corresponding tracking error results are illustrated in Figure 3.13.

Case 3: Finally, the leader is provided x and y inputs ux = 0.03m/s2 and uy = 0.02m/s2. The
tracking result for this case is illustrated in Figure 3.14 while the tracking error results are shown in
Figure 3.15a and Figure 3.15b. Again, it is clear from the results of time-varying formation tracking
that the system achieves exponential stability if u0 = 0 (Case 1 and Case 2 ) and the system is
practically stable only when uo ̸= 0 (Case 3 ).
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Figure 3.12: Time-varying formation tracking with constant leader velocity
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Figure 3.13: Tracking error of time-varying formation with constant leader velocity (a) x-position
error (b) y-position error.
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Figure 3.14: Time-varying formation tracking with leader input
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Figure 3.15: Tracking error of time-varying formation with leader input (a) x-position error (b) y-
position error.

3.3 Collision avoidance

The distance between the agents is a very important aspect during the implementation of formation
tracking controller. A safety distance between agents should be considered while agents converge to the
desired position. Indeed, without this constraint, agents could collide and be damaged. For instance,
we have shown that one can achieve a desired formation pattern by using a formation tracking control
algorithm (3.7) and if the formation pattern is chosen appropriately, the agent will never collide once
they build the formation as shown in the simulation results presented in Section 3.2.3. However, the
agents can collide with each other during the transient. For example, the inter-agent distance for
the formation tracking case presented in Figure 3.4 is shown in Figure 3.16. It is clear from this
figure that the inter-agent distances become equal to zero several times during the transition phase
which means that the agents have collided at those instants. In practical scenarios, if the agents are
physical bodies, such collision could not only destroy the agents but it could be catastrophic in some
cases. Therefore, it is of utmost importance to include some collision avoidance mechanisms in order
to achieve collision-free formation tracking.
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Figure 3.16: Inter-agent distance without collision avoidance mechanism
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3.3.1 Artificial potential function

In this section, a repulsion force between agents to avoid collision is introduced using APF. It allows
agents to repel each other when the distance between them becomes below a certain threshold. All
the agents which are close and in the restricted vicinity of an agent are considered as obstacles. The
APF base algorithms are simple in term of implementation and do not required extra computation
resources. However, in such techniques the agent may get trapped in local minima and start oscillating
instead of reaching the desired position. Nevertheless, in case of MAS when the potential field depends
only on inter-agent distances, the chances of trapping in local minima are rare.

Based on the practical aspects, an ideal potential function must have the following properties:

• the range of the potential field must be bounded. Usually, it depends on the range of obstacle
sensors mounted on the agent;

• the value of the potential field and the corresponding repulsion must be infinity at the boundary
of the obstacle and must decrease with the increase in the distance;

• first and second derivatives of the potential function must exist in order to have a smooth
repulsion force.

Assumption 38. It is assumed that agents are equipped with proximity sensors and can detect any
relative position of both non-cooperative and cooperative entities within a sensing range R > 0.

Remark 39. Sensing capability is required to sense the presence of any other agent in its close vicinity
which may lead to a collision. These sensors only give the relative position of any agent within its
range in the local frame and do not provide position information in the global frame. It is to note that
this assumption is used for the purpose of collision avoidance only.

3.3.2 Collision free formation tracking of MAS

Let us introduce the following inter-agent distance based potential function [151,176]

qij =

(

min

{

0,
∥rij∥2 −R2

∥rij∥2 − 4r2

})2

(3.11)

where r > 0 is the radius of the safety disc around an agent and rij = ri − rj . From (3.11), one gets
qij > 0 if the distance between agents i and j is less than R. It is also clear that qij tends to infinity if
the inter-agent distance tends to r and qij = qji. Figure 3.17 shows evolution of the potential function
with respect to the inter-agent distance.

The partial derivative of the potential function is

∂qTij
∂ri

=







4(∥rij∥2−R2)(R2−4r2)
(∥rij∥2−4r2)3

rTij if 2r ≤ ∥rij∥ ≤ R

0 otherwise
(3.12)

and
∂qij
∂ri

= −∂qij
∂rj

=
∂qji
∂ri

= −∂qji
∂rj

(3.13)

The total repulsion force on one agent to avoid collision is

uri (t) = −
N∑

j=0

∂qTij
∂ri

(3.14)

The overall formation controller with collision avoidance is then designed as follows

ui(t) = ufi (t) + uri (t) (3.15)

where ufi (t) is the formation tracking controller given in (3.7).
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Figure 3.17: Collision avoidance potential function with r = 0.25 and R = 2

Assumption 40. The initial configuration of the agents are outside of the detection radius of the
others. It means that ∥ri(0)− rj(0)∥ > R for all i, j, i ̸= j. Moreover, the formation shape is chosen
such that the inter-agent distance in the desired formation remains greater than R.

Lemma 41. For the potential function defined by (3.11), the following equality holds [177].

1

2

N∑

i=1

N∑

j=1

(
∂qij
∂ri

vi +
∂qij
∂rj

vj

)

=

N∑

i=1

N∑

j=1

∂qij
∂ri

vi (3.16)

Proof.

1

2

N∑

i=1

N∑

j=1

(
∂qij
∂ri

vi +
∂qij
∂rj

vj

)

=
1

2

N∑

i=1

N∑

j=1

∂qij
∂ri

vi +
1

2

N∑

i=1

N∑

j=1

∂qij
∂rj

vj

Since ∂qij
∂ri

= −∂qij
∂rj

, one can note that

1

2

N∑

i=1

N∑

j=1

∂qij
∂ri

vi +
1

2
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i=1

N∑

j=1

∂qij
∂rj

vj

=
1

2
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N∑

j=1

∂qij
∂ri

vi −
1

2
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i=1

N∑

j=1

∂qij
∂ri

vj

=
1

2
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i=1

N∑

j=1

∂qij
∂ri

vi +
1

2

N∑

j=1

N∑

i=1

∂qij
∂ri

vi

=

N∑

i=1

N∑

j=1

∂qij
∂ri

vi

Hence the lemma holds.
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Theorem 42. Consider the MAS (2.9)–(2.10) with formation tracking protocol (3.15) and suppose
that Assumptions 17, 19, 31 and 40 hold. Then, if conditions (3.8)-(3.10) are satisfied, fixed formation
tracking is practically achieved without any inter-agent collision.

The proof of Theorem 42 is provided in Appendix D.

Remark 43. The proof of Theorem 42 shows that the MAS achieves collision-free fixed formation in
practical sense with control law (3.15). In the case of a time-varying formation pattern, the velocity
offset fi,v does not equal to zero. The position error defined by (D.1) will remain the same. On the
other hand, the velocity error (D.2) for time-varying formation will become ζi = vi−fi,v−v0 . Due to
the extra terms appeared in the error dynamics related to the velocity offset of the formation, the proof
becomes more complex. In fact, the chosen Lyapunov functions are not useful for analysis of time-
varying formation case and finding a new suitable Lyapunov function is not straightforward. However,
in the next section, it is shown through simulation results that collision-free formation tracking for both
fixed and time-varying formations can be obtained through the proposed control law (3.15).

3.3.3 Simulation results

For simulation purposes, the considered network consists of four followers labelled from 1 to 4 and
a leader labelled as 0. The directed communication topology among the agents is shown in Figure
3.18. One can note that the leader only sends its position data at random intervals to follower 1 while

0 1

2

34

Figure 3.18: Communication topology

follower 4 can receive information from both followers 2 and 3 at irregular and asynchronous sampling
times. The corresponding adjacency and pinning matrices are given below

A =







0 0 0 0
1 0 0 0
0 1 0 0
0 1 1 0







, B =







1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0







and the Laplacian matrix is computed as follows

L =







0 0 0 0
−1 1 0 0
0 −1 1 0
0 −1 −1 2







The minimum and maximum sampling time is τm = 0.01s and τM = 0.2s respectively. An example of
the sampling instants for data transmission between the agents is shown in Figure 3.19.
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Figure 3.19: Sampling time for data transmission between agents.

The observer and controller gains are chosen as θ = 10 and λ = 0.6 respectively while the coupling
strength c̄ = 1. The detection region is R = 2m while the safety region is r = 0.25m for each agent.
The simulations are performed for a 2-dimensional space which means m = 2. The initial conditions
xi(0) = [pix(0), piy(0), vix(0), viy(0)]

T of the followers are:

x1(0) = [−8,−5.5, 0.3, 0.1]T

x2(0) = [−6, 0,−0.2, 0.1]T

x3(0) = [−4.5, 5, 0.3,−0.1]T

x4(0) = [−6, 8, 0.2, 0]T

One can see that the initial distances between the agents are greater than R.

3.3.3.1 Collision-free fixed formation

The desired formation is chosen to produce a square geometric shape around the leader. The corre-
sponding position offsets for the followers are:

f1,r = [6, 6]T ,

f2,r = [6,−6]T ,

f3,r = [−6, 6]T ,

f4,r = [−6,−6]T

For the first scenario, the leader is kept stationary at position coordinates (0, 0) while the followers
reach and maintain the desired square shape around it. Figure 3.20 illustrates the formation producing
result. Fig 3.21 explains collision avoidance mechanism for follower 1. The distance between follower
1 and the other agents in the network is shown in Fig 3.21a while Fig 3.21b shows the control input.
It can be seen that the repulsion term in the controller activates when the distance between agents is
less than R = 2m otherwise it remains zero. Figure 3.22 depicts the distance between all the agents
during the whole process of formation tracking. The inter-agent distance clearly shows that the agents
do not collide during the formation producing. The x and y position errors for this case is shown in
Figure 3.23
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Figure 3.20: Square formation with static leader where ⋄ = initial state and o = final state.
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Figure 3.22: Inter-agent distance during formation tracking with static leader
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Figure 3.21: Follower 1 (a) distance with other agents (b) control input.
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Figure 3.23: Tracking error for square formation with static leader

For the second scenario, the leader is moving with constant acceleration i.e. ux0 = 0.03m/s2

and uy0(0) = 0.02m/s2. Since the leader moves with constant acceleration, only practical stability is
achieved as described in Remark 37. The formation tracking result is shown in Figure 3.24a while
the inter-agent distances are depicted in Figure 3.24b. Figure 3.25 shows the corresponding tracking
errors.
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Figure 3.24: Square formation with leader input (a) formation tracking (b) inter-agent distances.

3.3.3.2 Collision-free time-varying formation

The desired formation for the followers is to make a circular pattern with a radius of 5m around
the leader. Figure 3.26a and 3.26b show the formation tracking results and the inter-agent distances
respectively when the leader is static at position coordinates (3, 3). The corresponding position errors
are shown in Figure 3.27.

In the second scenario, the leader is moving with constant acceleration i.e. ux0 = 0.03m/s2 and
uy0(0) = 0.02m/s2. Only practical stability is achieved in this case. The formation tracking result
is shown in Figure 3.28a while the inter-agent distances are depicted in Figure 3.28b. Figure 3.29
illustrates the corresponding tracking errors. It can be seen from these results that the collision-free
formation tracking is achieved even for time-varying formation shapes with the proposed algorithm.
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Figure 3.25: Tracking error for square formation with constant leader acceleration
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Figure 3.26: Circular formation with static leader (a) formation tracking ⋄ = initial state and o =
final state (b) inter-agent distance
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Figure 3.28: Square formation with leader input (a) formation tracking (b) inter-agent distances.
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Figure 3.27: Tracking error for circular formation with static leader
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Figure 3.29: Tracking error for circular formation with constant leader acceleration

3.4 Conclusion

This chapter deals with the formation tracking problem of MAS under communication constraints.
A consensus based distributed formation tracking algorithm is proposed to achieve both fixed and
time-varying formation shapes. It is shown that the followers in a MAS achieve a desired geometric
shape whether fixed or not and track the trajectory of the leader effectively while maintaining the
desired pattern.

In the second part of this chapter, an APF based collision avoidance mechanism is combined
with the proposed formation tracking algorithm to avoid any collision among the agents during their
transition to the desired shape. Whenever the distance between the agents decreases below a certain
value, the repulsive potential acts on the agents and move them away from each other. The repulsive
force vanishes as soon as the inter-agent distance becomes sufficiently large. The effectiveness of the
proposed collision-free formation tracking algorithm is shown through simulation results.
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4.1 Introduction

In this chapter, we study the application of the proposed algorithms of leader-following consensus,
formation tracking and collision avoidance. The theoretical results are tested and validated on a fleet of
differential drive mobile robots. An open-source software architecture Robot Operating System (ROS)
is used for the implementation purpose. The simulations for the robotic fleet are carried out in Gazebo
simulator while the experiments are performed in Laboratory of Industrial and Human Automation
Control, Mechanical Engineering and Computer Science (LAMIH), Université Polytechnique Hauts-
de-France. One robot in the fleet is considered as a leader while other robots are designated as
followers. The robots communicate through a wireless network using the TCP/IP protocol. For the
implementation of distributed algorithms, the limited information exchange is achieved by simply
restricting the use of information received to a robot from only a certain member of the fleet. A
control scheme has been designed to deal with the motion constraints of the robot in the Cartesian
space. The proposed formation tracking and collision avoidance algorithms have been applied on a
multi-robot system using the designed control scheme.

The remaining of the chapter is organized as follows. First, we present the robotic platform used
for implementation purpose in Section 4.2 followed by a brief introduction of ROS and Gazebo in
Section 4.3 and 4.4 respectively. Section 4.5 elaborates the multi-robot ROS network while Section
4.6 explains the experimental setup. Then, in Section 4.7, experimental results of the developed
consensus algorithms are discussed. Robot nonholonomic model and its control scheme are presented
in Section 4.8 and 4.9 respectively. Formation tracking and collision avoidance results are illustrated
in Section 4.10 and 4.11. Finally Section 4.12 gives a brief conclusion.

4.2 Robotic Platform

The robotic platform used for the experiments is Mini-Lab by ENOVA ROBOTICS shown in Fig-
ure 4.1. It is a multi-functional differential drive robot particularly designed for educational and
research purposes. The software architecture of the robot is open-source and based on ROS which
makes it a good candidate to test the designed algorithms. The Mini-Lab is a compact-sized robot
with dimensions 409mm × 364mm × 231mm (width×length×height) and weighs 11.5kg. With such
body proportions, it is mostly useful for indoor operations. The schematic layout of the Mini-Lab
robot is illustrated in Figure 4.2.

The robot can handle a payload of up to 3kg. Separate drive motors are directly attached with
the axis of each wheel. The robot includes sensors which provide accurate odometry location and it
also has a camera mounted on it for real-time video streaming. Specifications of Mini-Lab robot are
provided in Table 4.1.

Figure 4.1: Mini-Lab robot.

The main hardware components of Mini-Lab are listed below.

• Central processor: The central processing unit for the control of Mini-Lab is based on the
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Figure 4.2: Mini-Lab physical dimensions.

DN2800MT Mini ITX Motherboard. The motherboard consists of an Intel Atom N2800 micro-
processor. It is a 1.86GHz dual core 64bit microprocessor which supports 4GB DDR3-SDRAM
Memory that is available on the motherboard. The board also has VGA, USB 2.0, USB 3.0 and
HDMI ports. The processing unit is quite compact in size with dimensions 17cm× 17cm.

• DC motors: The robot gets its mechanical driving force through two 12V DC driving motors,
attached on each wheel axis and can be controlled separately. Each motor provides a max torque
of 0.07N. The robot can move with the speed of 1.5m/s when motors are running at their peak
capacity. However, due to safety reasons, maximum allowable speed is limited to about 1m/s.
These motors allow robots to climb a slope with maximum angle of 10 degrees.

• Motor driver: Dual channel Roboteq SDC2130 controller is used to drive the motors of the
robot. It takes input command signals from the processor and generates a high current and high
voltage output to drive the motors.

• Ethernet router: Each robot can connect to the network through an on-board TL-WR802N
wireless router. The router provides wireless connection using TCP/IP protocol.

• Sensors: The robot is equipped with two types of proximity sensors. There are five Ultrasonic
MaxSonar-EZ0 sensors with a range of 0m to 6.45m and a resolution of 2.54cm. The other sensor
is Infrared SHARP 2Y0A21 F 46 with a range between 10 to 80cm. Each robot is also equipped
with 16bit encoders.

• Secondary processor: The proximity sensors interface is provided through a secondary pro-
cessor. An Arduino micro-controller board is used for this purpose.

• Camera: Each robot is also equipped with Orbbec Astra Pro Camera. The camera provides a
3D RGB image stream with depth measurements and ideal for image processing related appli-
cations. The range of the camera is from 0.6m to 8m.

• USB HUB: All the hardware devices communicate through a D-Link DUB-H7 USB HUB. It
has a transfer rate of up to 480 Mbps, hence provides an ideal solution for transferring data
between the central processor and other devices like motor driver and camera etc.
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• Battery: Each robot has a 12V rechargeable, maintenance-free led-acid battery. It provides
sufficient electric power to the robot for up to 4 hours.

Specifications
Dimensions (W × L × H) 409 × 364 × 231 mm
Weight 11.5kg
Load Capacity 3kg
Max Speed 1.5m/s

Mechanical

Max Slope Angle 10 degree
Processor Intel Atom N2800
Sensor Interface Ardino
Depth Camera Asus Xtion Live Pro

Ultrasonic (×5)
Electronics

Sensors
Infrared (×5)

Wireless IEEE 802.11b/g/n-
Communication

Extension with USB, Ethernet
Battery 12V
Autonomy 4hPower
On-board Voltages 5V/12V

Table 4.1: Specifications of Mini-Lab robot.

4.3 Robot operating system (ROS)

ROS is an open-source meta-operating framework which provides software tools and libraries specifi-
cally developed for robotic applications. The main idea behind ROS is to provide a standard framework
which gives basic software architecture and tools that can allow robotic researchers to built their com-
plex algorithms on top of it instead of starting from the scratch. ROS was initially developed by
researchers at the Stanford Artificial Intelligence Laboratory in 2007 [178]. From 2008, the develop-
ment of ROS was continued over the next six years at the research institute Willow Garage along
with the collaboration of 20 other institutes. Currently, Open Source Robotics Foundation (OSRF),
now known as Open Robotics, is the primary maintainer and manager of ROS. ROS attracted the
interest of researchers from around the globe and robot manufacturers also opted their products to be
compatible with ROS.

ROS provides various services which includes hardware abstraction, low-level device control (de-
vice drivers), implementation of common functions, package organization and inter-process message
exchange. One of the main reasons that ROS has become popular among the robotic research com-
munity is its modular approach which has simplified the designing of complex robot behavior. ROS
offers a framework that gathers the robotic tools and allows code sharing and reuse by setting the
de facto standards of robot programming. In fact, ROS is a multi-lingual framework where modules
can be written in various languages like C++, Python and Lisp. The underlying ROS open-source
principle is that one can easily take a code from ROS repositories, use it, improve it and then share it
again. One of the important features of ROS is that it supports a distributed computation environ-
ment which means ROS processes can be run on different machines and they can share information
with each other. The main ROS client libraries are supported for Unix-based systems mainly due to
their open-source software dependencies.

The main components of ROS architecture are discussed below
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4.3.1 Package

Packages are the basic organization units of software in ROS. A package can consist of ROS processes
(Nodes), configuration files, a dependant library, a data-set or any other files that might be useful for
the package. The design and structure of packages provide a well-organized ease to use functionality
such that the software can be easily reused for other projects as well. This kind of configuration and
organization enables ROS modular approach with packages as building blocks of the module.

A typical package structure usually consists of the following files and folders.

• package.xml file: It is a manifest file of the package that includes information like package
name, licence details, authors, dependencies on other packages etc.

• CMakelist.txt file: It contains a list of cmake rules describing how to build and compile the
code.

• src folder: It is a source folder which contains all the source codes written in C or Python
languages.

• launch folder: It contains launch files. The launch files are used to launch multiple processes
simultaneously.

• msg folder: This folder contains message types that can be used to share information among
processes. The message types are defined data structures depending on the information they
carry.

Sometimes, it is more feasible to combine different packages in a meta-package. A meta-package is a
stack that provides an aggregate functionality to achieve an overall goal by a robot. Each meta-package
has its own manifest file.

4.3.2 Node

Every process in ROS is separately designed and programmed and is referred to as a node. Each node
is an executable that performs computations and is written using ROS client libraries like rospy and
roscpp. An overall robot control system could have multiple nodes for different tasks. For instance,
one node for wheel motor control, one node for path planning, one node for sensor data acquisition,
one node for localization and so on. ROS nodes communicate and exchange data with each other
through ROS communication methods. A node uses publisher or subscriber to broadcast or receive
data respectively. Since ‘Node’ has a different interpretation in graph theory, from here on-wards we
will use ROS-node to refer to a node in ROS context hereafter in order to avoid confusion.

4.3.3 Master

The ROS master is responsible for the registration of the ROS-nodes. Whenever a ROS-node is
activated, it looks for the ROS master and registers its name with it. Therefore, the ROS master
has the details of all running ROS-nodes on the ROS network. If a ROS-node changes its details, it
generates a callback and updates the latest details. If ROS-nodes are run on different machines, then
at least one ROS master should run on one of the machines and then all ROS-nodes can find each
other through it. ROS Master can be started by a command roscore. The command roscore not only
runs ROS Master but also some other ROS-nodes and programs which are a prerequisite for any ROS
based system.

4.3.4 Topics and messages

ROS-nodes in a ROS system communicate and share data in the form of messages. These messages
are transported on named channels called topics. Whenever a ROS-node wants to share data, it
will publish the data in messages on an appropriate topic and the ROS-node that requires this
information will subscribe to this topic. Each topic has a unique name with a specific message type.
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Any ROS-node can subscribe to this topic and also can publish messages with the right message type.
A publisher ROS-node keeps publishing on a topic with a specified data rate and does not require any
request from the subscriber. Similarly, a subscriber ROS-node can subscribe to any topic even if the
publisher is not publishing any message. Usually a topic has one publisher and multiple subscriber
ROS-nodes. The ROS master take cares of all the communication but messages are directly sent from
publishers to subscribers. Figure 4.3 illustrates a basic communication architecture of ROS.

Figure 4.3: Basic ROS communication architecture.

A ROS message in fact is a simple data structure describing data types. These data type descrip-
tions can be used to generate source codes. All standard data types are supported like int, float, double,
boolean etc as well as arrays of primitive types. A message can also include a nested structure and
arrays. Two other important builtin primitive types are time and duration. These types are pro-
vided by roslib (base dependency of client libraries and tools) as ros::Time and ros::Duration.
A time is a specific moment while a duration is a period between two instants.

A ROS message description is saved in .msg files in the msg folder in a ROS package. A ROS
message may include a special type called Header. The header contains some important message
information like time, frame ID and sequence number. A simple header example is given below
uint32 seq

time stamp

string frame_id

Since the proposed algorithms of consensus and formation tracking in this research require exact
time of position data, Header of the messages containing position information can be used to extract
the exact time when that position is measured.

4.3.4.1 Graphical visualization about publishers and subscribers

The communication in a ROS system can be visualized graphically using rqt_graph. rqt_graph
is a Graphic User Interface (GUI) plugin which provides a graphical visualization about publishers,
subscribers and topics relationship. This tool is quite useful for debugging especially when a large
number of ROS-nodes are running in the ROS application. Figure 4.4 shows an example of simple
rqt_graph for a well-known turtle robot.
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Figure 4.4: rqt_graph of turtle robot simulation.

4.3.5 Services

In some robot applications, the publish and subscribe method for sharing information is not enough,
particularly when a request-response interaction is required. This is achieved by ROS services. A
service definition consists of two components, one for request and other for response. One ROS-node
acts like a server which responds to the request of a client ROS-node.

4.3.6 Bags

ROS message data can be logged and saved in bag files. Bags are important to store sensor data or
any other information. Bags basically subscribe to one or more topics and store the data as received.
These files can be played back again and the store messages will be published in the same sequence
on the topics from which they are received.

4.3.7 Launch file

Launch files are used to launch multiple ROS-nodes simultaneously. Launch files are written in XLM
and are saved in launch directory of a package with the extension .launch. It is run through
roslaunch command. roslaunch automatically starts roscore if not activated already. The
Launch file not only runs a ROS-node but it can configure ROS-node parameters as well. Moreover, a
launch file can also run other launch files. Any package with more than one ROS-node likely to have
a launch file to specify and configure them.

4.4 Gazebo Simulator

Gazebo [179] is an open-source robot simulator which provides realistic 3D simulation environments
to test and verify robot algorithms. Gazebo allows to design a virtual dynamic environment which
includes robots, sensors and other objects. Gazebo simulator mimics real-world scenarios to a great
extent by providing a realistic sensor feedback and interaction between the robots and the objects. It
incorporates various natural world features like gravity, inertia, collision or contact forces and friction
by using ODE and physics engines. Gazebo also has a sophisticated GUI plugin which allows a user
to monitor the robot behavior in real-time. It also allows a dynamic environment with multiple robots
working simultaneously. Figure 4.5 shows a screen-shot of the Gazebo GUI with three Mini-Lab
robots.

Gazebo basically is a stand-alone simulation software. However, now Gazebo provides a convenient
interface with ROS. The integration between ROS and Gazebo is achieved through a specific ROS
packages set called gazebo_ros_pkgs. These packages provide the required interfaces between
Gazebo APIs and ROS messages and services. A Unified Robot Description Format (URDF) file can
be used for the description of the robotic platform model. URDF is an XLM format file generally used
in ROS to provide kinematics and dynamic description of a robot. The details of the URDF file can be
found in [180]. Gazebo, by default, uses another format for robot description known as a Simulation
Description Format (SDF). However, Gazebo can convert a URDF to a SDF automatically.
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Figure 4.5: Gazebo simulation screen-shot.

4.5 Multi-robot ROS Network

Typically, in ROS framework, each Mini-Lab robot has its own ROS network with a single ROS master
which handles all the communication between ROS-nodes in the network. Multiple ROS-nodes can
either run on the same computer or they can be on different computers depending on the application
requirements. The network could be wired, wireless or a combination of both. Figure 4.6 illustrates
an example of a single robot network.

Figure 4.6: Single robot ROS network

When multiple robots are used in a system, there are two possible ROS network schemes. One is to
establish a large network with a single ROS master handling all the ROS-nodes and topics. However,
in such a case, all robots are dependant on a single roscore node. The roscore not only manages
the communication between the ROS-nodes of different robots but also handles communication of
ROS-nodes within a single robot. The other possibility for a multi-robot system is to develop such a
mechanism where multiple ROS systems can exchange information with each other. In other words,
each robot has a local ROS network with its own ROS master and each local network can communicate
to the other ROS networks of other robots. This kind of setup is allowed under the ROS multi-master
scheme in which two or more ROS networks can be combined. Such a scheme is essential for distributed
communication topology.

A multi-master ROS network can be created through a special package called multimaster_fkie.
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It consists of various ROS-nodes to establish and maintain the communication between ROS subsys-
tems. It can automatically detect and synchronize the changes in the network. multimaster_fkie
has two essential ROS-nodes called master_discovery and master_sync that must run simulta-
neously. master_discovery notifies its presence to local ROS networks by periodically sending the
multicast messages. It is also responsible to detect any changes in the local networks and inform all
ROS masters about these changes. On the other hand, master_sync allows the synchronization of
remote services and topics to the local ROS master. Each remote ROS network should have its own
master_sync ROS-node to achieve synchronization with other ROS networks. Following section
discusses the experimental setup which is based on ROS multi-master.

4.6 Experimental setup

A fleet of three Mini-Lab robots is used for the experimental verification of our proposed algorithms.
Since each robot has its own ROS master, a distributed ROS network is created for the robots to
communicate using a ROS multi-master setup. Each of the robots and the workstation requires a
unique and dedicated IP address such that information is received from the same address every time
they connect to the network. The address reservation is configured in the router against the MAC
addresses of the robots such that any robot gets same IP address when it becomes alive in the network.
Host names are bounded with the IP addresses in the /etc/hosts file. The network configuration can
be verified by pinging each robot and the workstation. Following IP addresses have been assigned to
to each machine in the network.

Minilab1robot 192.168.0.101
Minilab2robot 192.168.0.102
Minilab3robot 192.168.0.103
Workstation 192.168.0.111

Table 4.2: Assigned IP addresses.

Once the wireless network is established, multi-master ROS setup is configured using multimaster_fkie.
First of all, local roscore is run on each robot. After that, mutimaster_discovery node is
launched on each robot by the following command:

$ rosrun master_discovery_fkie master_discovery_mcast_group:=224.0.0.1

The parameter mcast_group is passed to specify the multicast address to be used. Afterwards,
topics and services of all robots and workstation are synchronized by launching master_sync ROS-
node. The list of all available ROS maters can be obtained using the following command:

$ rosservice call /master_discovery/list_masters

The time at which a robot measures its position is highly important in the proposed algorithms.
Therefore, it is necessary that the clocks of all the machines on the network are synchronized. This has
been achieved by incorporating Network Time Protocol (NTP) in the network. Figure 4.7 illustrates
the multi-master ROS network with three Mini-Lab robots and a workstation each having a local ROS
master.
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Figure 4.7: Multi-master ROS network with Mini-Lab robots.

Leader-following communication configuration

For the application of the leader-following control algorithms, the Minilab3 robot is considered as a
leader while Minilab1 and Minilab2 are considered as follower 1 and follower 2 respectively. Though,
in the designed multi-master ROS network, each robot can receive information of other robots, the
distributed communication topology is emulated by simply restricting the use of information from cer-
tain members of the network. For instance, consider the communication topology shown in Figure 4.8.
Node 0, representing the leader, does not have any subscriber ROS-node. It is only publishing its po-

0 1 2

Figure 4.8: Communication topology.

sition data on the minilab3/odom topic. Follower 1 has a subscriber ROS-node receiving data from
minilab3/odom topic and also has a publisher with topic minilab1/odom. Similarly, follower 2 is
subscribed to minilab1/odom only. The distributed communication topology achieved by designing
appropriate subscriber/publisher ROS-nodes is illustrated in Figure 4.9 while Figure 4.10 shows the
actual experimental setup.

Figure 4.9: Distributed communication configuration.
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Figure 4.10: Experimental setup.

4.7 Consensus tracking

The leader-following consensus algorithm is applied on the robotic fleet to achieve consensus in the
x-position state of the robots. For this purpose, the motion of robots is restricted in the x-axis only
with some fixed offset in their y-positions as shown in Figure 4.11. In fact, consensus schemes are
not applicable for robotic agents if both x and y positions are considered since to achieve consensus,
robots will converge to the same position in the plane and will eventually collide. By restraining the
robot motion to 1-D, one not only avoids collision but additionally the nonholonomic constrains can
be ignored since robot dynamics can be reduced to a double integrator given below:

{

ṙi(t) = vi(t),

v̇i(t) = ui(t)
(4.1)

where ri, vi and ui represent respectively the position, velocity and control input of the i-th robot.
The consensus tracking is achieved if the followers track x-position of the leader.

Figure 4.11: Robot motion is restricted to x-axis

The implementation algorithm for consensus tracking is given in Algorithm 1. Position and velocity
of the robot and its neighbor is estimated using the most recent available data through the observer
(2.18)-(2.19). These estimated values are used to compute the input ui(t) through consensus control
law given in (2.17). Then the required robot linear velocity vi(t) is calculated and implemented. The
while loop will continue until either the desired final time is achieved or ROS_OK returns false. ROS_OK
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could return false if an interrupt signal SIGINT (Ctrl+C) is received, ROS-node handler is destroyed
or a ROS-node is kicked off from the network due to any reason.

Algorithm 1: Leader-following consensus algorithm.

For each agent i = 1, 2 . . . N Input: ri(t
i,i
k ), r0(t

i,0
k ) (if bi = 1) and rj(t

i,j
k ) (if aij = 1)

Parameter: γ, θ and c̄
Output: vi(t)
initialize variables for agent i and its neighbor positions and respective sampling time;
while time<final_time and ROS_OK do

Measure and broadcast own position;
Receive position data of neighbors;
if new position sample available then

use new position and its sampling time;
else

use previously measured/received data;
end
compute the estimation of position and velocity of agent i and its neighbors using
observer (2.18)-(2.19);

compute ui(t) using controller (2.17);
implement vi(t)

end

Hardware limitations are kept in mind while choosing the controller and the observer gains such
that the maximum speed limit is not exceeded. The communication topology among the robots is the
same as shown in Figure 4.8. The related adjacency and pinning matrices are:

A =

[
0 0
1 0

]

, B =

[
1 0
0 0

]

The experiments are carried out for both step and ramp position trajectories of the leader. Fig-
ure 4.12 shows the position and velocity consensus results when the leader has step position trajectory
while the Figure 4.13 depicts the position and velocity consensus results with ramp position trajectory
of the leader. An example of sampling time for communication of data from follower 1 to follower 2 is
given in Figure 4.14. It is clear from the results that the proposed observer based distributed consensus
algorithm performs efficiently despite the presence of uncertainties and disturbances inherent for real
applications.
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Figure 4.12: Leader-following consensus with step leader trajectory (a) position (b) velocity.
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Figure 4.13: Leader-following consensus with ramp leader trajectory (a) position (b) velocity.
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Figure 4.14: Sampling period for data transmission from follower 1 to follower 2.

4.8 Nonholonomic robot model

A differential drive mobile robot like Mini-Lab is kinematically equivalent to a unicyle vehicle. The
configuration of such robots can be described by a generalized coordinates vector q(t) of its centre of
mass. Let us consider that Mi is the ith robot in a multi-robot network. Its configuration vector can
be expressed as:

qi(t) = [rxi
, ryi , ϕi]

T

where rxi
and ryi are the x-position and y-position of the center of mass of the robot in the Cartesian

coordinates while ϕi is the heading angle or orientation of the robot as explained in Figure 4.15. These
kinds of robots are subject to kinematic constraints due to the pure rolling and nonslipping conditions
of the wheel. It means that a robot can move forward or backward in curved motion but cannot move
sideways. This can be defined as [181]:

ṙxi
sinϕi − ṙyi cosϕi = 0 (4.2)

or in pfaffian form as:
[sinϕi,− cosϕi, 0]q̇i(t) = 0 (4.3)

This constraint is called a nonholonomic constraint since it only restricts the motion of a robot but
does not reduce the accessibility of the configuration space. With the above mentioned nonholonomic
constraint, the unicycle robot model can be described as:

q̇i(t) =





ṙxi

ṙyi
ϕ̇i



 =





cosϕi 0
sinϕi 0
0 1





[
vi
ωi

]

(4.4)

where vi and ωi are the linear and angular velocities of the robot.
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Figure 4.15: Unicycle type robot model.

4.9 Control scheme for nonholonomic robot

In order to apply the proposed formation tracking and collision avoidance algorithms on a fleet of
nonholonomic mobile robots, the differential flatness properties [182, 183] have been used. Cartesian
coordinates of the center of mass of a differential drive robot are flat outputs. Therefore, in case of
trajectory tracking, the desired trajectory to be followed can be provided in the Cartesian coordinates
as [rxd

, ryd ]. The associated configuration vector is qd(t) = [rxd
, ryd , ϕd] where ϕd can be computed as:

ϕd = atan2(ṙxd
, ṙyd) (4.5)

where atan2 not only computes arctangent but also determines the quadrant of the result. Similarly,
the required input linear velocity for the robot can also be calculated as:

vd = ±
√

ṙ2xd
+ ṙ2yd or vd = ṙxd

cosϕd + ṙyd sinϕd (4.6)

Flatness-based approach is valid for formation tracking goals since the required task is eventually
to track the desired position in the Cartesian coordinates. Figure 4.16 illustrates the control scheme to
apply the developed formation tracking and collision avoidance algorithms on a robot. The tracking
control scheme of the robot is divided into an inner-loop and an outer-loop. The outer-loop can be
modelled with double integrator dynamics since x and y coordinates are considered separately. Hence,
the control algorithm for double integrator agents can be applied in this loop.

The designed distribution formation tracking and collision avoidance algorithms are implemented
in the ‘Formation tracking law’ block which will compute the desired acceleration ux and uy
for each robot. The required heading angle ϕd and linear velocity v are computed using (4.5) and
(4.6). Moreover, the estimated angle ϕ̂ of the robot can also be calculated through the estimated
velocities v̂x and v̂y. This is done in the inner-loop block ‘robot angle’. The inner-loop contains
a PID controller which computes the required angular velocity ω using the error signal eϕ = ϕd − ϕ̂.
The error is wrapped between −π and π by using eϕ = atan2(sin(eϕ), cos(eϕ)). The computed angular
velocity ω steers the robot in the desired orientation as dictated by the formation tracking control
law.

Remark 44. The above mentioned control scheme is a practical solution to apply second-order algo-
rithms on nonholonomic robots. The proposed schemes is valid for all cases when the linear velocity
of the robot is non-zero. There exists a singularity when the velocity becomes zero. However, this sin-
gularity can be dealt easily in practical application since the objective is to achieve the require position
state to make formation and the final angle of the robot does not matter. Whenever the linear velocity
becomes zero, we can considered the current angle equal to the angle computed at the last instant.
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Figure 4.16: Control scheme for one robot in the nonholonomic multi-robot network.

4.10 Formation tracking control

The proposed distributed formation tracking algorithm has been applied to a multi-robot network
using the the control scheme described in the previous section. The numerical results have been
obtained through ROS gazebo simulator. The algorithm for the formation tracking of robots is given
in Algorithm 2. The position and velocity of the robot and its neighbors are estimated using the latest
available position data by implementing the observer described by (3.5)-(3.6). After calculating uxi

and uyi using the formation tracking controller (4.10), linear and angular velocities are computed and
implemented.

A fleet of four Mini-Lab robots is considered for testing and verification purposes. One robot is act-
ing as a leader while the other three are considered the followers. Figure 4.17 shows the communication
topology among the robots. The corresponding adjacency and pinning matrices are:

0 1 2

3

Figure 4.17: Communication topology for formation tracking.

A =





0 0 1
1 0 0
0 1 0



 , B =





1 0 0
0 0 0
0 0 0





The initial conditions of the agents are chosen carefully such that they do not collide with each
other while converging to the desired position. The initial state of the leader and three followers are
r0(0) = (0, 0), r1(0) = (−3, 3), r2(0) = (−5, 0) and r3(0) = (3,−3.5) with initial angles as ϕ0(0) = 0o,
ϕ1(0) = 45o, ϕ2(0) = −45o and ϕ3(0) = 0o respectively.

The sampling period of the robots in Gazebo is not regular or synchronous. However, to test
the designed algorithm with more random sampling, separate ROS-nodes are written which sets the
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Algorithm 2: Formation tracking algorithm.

For each agent i = 1, 2 . . . N Input: ri(t
i,i
k ), r0(t

i,0
k ) (if bi = 1) and rj(t

i,j
k ) (if aij = 1),

Parameter: γ, θ and c̄
Output: vi(t)
initialize variables for agent i and its neighbor positions and respective sampling time;
initialize variable for formation vector;
while While time<final_time and ROS_OK do

Measure and broadcast own position;
Receive position data of neighbors;
if new position sample available then

update position and sampling time value;
else

keep previously measured/received data;
end
compute formation vector;
compute the estimation of position and velocity of agent i and its neighbors using
observer (3.5)-(3.6);

compute uxi
(t) and uyi(t) using controller (4.10);

compute vxi
(t) and vyi(t) from obtained uxi

(t) and uyi(t);
compute the estimated angle;
compute linear velocity vi(t) and angular velocity ωi(t);
implement vi(t) and ωi(t)

end

sampling rate to be more random. These ROS-nodes receive odom messages from the robot \odom
topics and then publish only random position information with original sampling time on new topics,
we named it \data. The robots subscribe to this new topic of the corresponding robot to receive
position information. Since each odom message is time-stamped, the information of sampling time
can be extracted from the message header. Figure 4.18 illustrates an example of sampling of instants
of data communication between the robots.
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Figure 4.18: Sampling time between the agents.

The observer and controller gains are chosen as c̄ = 1, θ = 5 and λ = 0.4 respectively while
the proportional, integral and derivative gains of PID controller in the inner-loop are 1.6, 0.3, 0.6
respectively. The simulations are carried out for both fixed and time-varying formations.
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4.10.1 Fixed-formation

In this formation, the followers are required to make a fixed triangular shape around the leader and
follow its trajectory while maintaining the shape. The formation vectors for the followers are selected
as:

f1 = [0, 3, 0, 0]T

f2 = [−3,−3, 0, 0]T

f3 = [3,−3, 0, 0]T

In the first scenario, the leader is kept static at position coordinates (0, 0) and follower robots reach and
maintain the desired formation around it. Figure 4.19 illustrates the formation tracking at different
time instants for this scenario while Figure 4.20 shows the corresponding tracking errors of both x
and y positions.

In the second scenario, the leader robot moves with a linear velocity v0 = 0.15m/s and heading
angle ϕ0 = 20o. Figure 4.21 and Figure 4.22 show the formation tracking results and tracking errors
respectively. It can be clearly seen that followers make the triangular shape and maintain it while
tracking the leader trajectory.
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Figure 4.19: Fixed formation tracking with a stationary leader.

4.10.2 Time-varying formation

For the time-varying formation tracking, the formation vector is chosen as below:

fi(t) =







3 cos(0.1t+ 2π(i− 1)/3)
3 sin(0.1t+ 2π(i− 1)/3)

−0.3 sin(0.1t+ 2π(i− 1)/3)
0.3 cos(0.1t+ 2π(i− 1)/3)







with i = 1, 2, 3. If this formation is achieved, the followers will move in a circle around the leader. The
radius of the circle is 3m. Two cases are again considered. Firstly, the leader is stationary and three
followers develop the circular formation around it and keep on rotating in that circle. Figure 4.23
depicts the formation tracking at different time instants and Figure 4.24 shows the related tracking
error. Figure 4.25 and Figure 4.26 show formation tracking and its corresponding tracking error for
the second scenario where the leader is moving at an angle of 20o with linear velocity of 0.15m/s.
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Figure 4.20: Tracking error of fixed formation with a stationary leader.
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Figure 4.21: Fixed formation tracking with a moving leader.
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Figure 4.22: Tracking error for fixed formation with a moving leader.

4.11 Formation tracking control with collision avoidance

Before discussing the results of collision-free formation tracking of the robotic network, let us first
discuss the concept of velocity cone.
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Figure 4.23: Time-varying formation tracking with a static leader.
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Figure 4.24: Tracking error for time-varying formation tracking with a static leader.
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Figure 4.25: Time-varying formation tracking with a moving leader.
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Figure 4.26: Tracking error of time-varying formation tracking with a moving leader.

4.11.1 Velocity cone concept

The velocity cone concept provides a geometrical representation of velocities of dynamic objects which
will eventually result in a collision [184, 185]. In our proposed framework, the unnecessary deviation
of the robot from the actual path can be reduced by incorporating the velocity cone concept along
with the Artificial Potential Function (APF) based collision avoidance algorithm. The repulsion force
acts on the robot only when the velocity cone predicts a possible collision in the near future. The
repulsion force keeps pushing the robot away while the robot velocity and heading angle could lead
to a possible collision.

Let us consider that each robot has a protection region of radius r around it and vji = vj − vi
be the relative velocity of a pair of robots (Mi,Mj). This relative velocity is obtained by taking the
derivative of the relative position obtained by proximity sensor.

Let us define the following variables as shown in Fig. 4.27:

βij = arg(vj − vi)− arg(ri − rj) (4.7)

αij = arcsin

(
2r

∥rij∥

)

(4.8)

At a given time, a necessary and sufficient condition for no collision between robots Mi and Mj is

|βij | > αij (4.9)

4.11.2 Numerical results

The designed collision-free formation tracking algorithm has been applied to a multi-robot network
consisting of a leader and four followers. The velocity cone is incorporated with the algorithm to
avoid unnecessary deviation of the robots from there required path. The repulsion force only activates
when the velocity cone detects any possible collision. Control law (3.15) along with the velocity
cone is implemented ‘Formation tracking law’ block in the outer-loop of the control scheme
described in Section 4.9. The algorithm for the implementation is shown in Algorithm 3.

The communication topology among the robots is shown in Figure 4.28. The leader can send its
position information to follower 1 only while follower 4 receives data from both follower 2 and follower
3.
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Figure 4.27: Velocity cone

Algorithm 3: Collision-free formation tracking algorithm.

For each agent i = 1, 2 . . . N Input: ri(t
i,i
k ), r0(t

i,0
k ) (if bi = 1) and rj(t

i,j
k ) (if aij = 1),

Parameter: γ, θ and c̄
Output: vi(t)
initialize variables for agent i and its neighbor positions and respective sampling time;
initialize variables for formation vector and velocity cone;
while While time<final_time and ROS_OK do

Measure and broadcast own position;
Receive position data of neighbors;
if new position sample available then

update the value of position ans sampling time;
else

keep previously measured/received data;
end
compute formation vector;
compute the estimation of position and velocity of agent i and its neighbors using
observer (3.5)-(2.19);

compute ufxi(t) and ufyi(t) using controller (3.7);
if any other agent detected in side radius R then

compute relative velocity vji and angles βij and αij ;
if |βij | > αij then

compute urxi
(t) and uryi(t) using controller (3.14);

end
end
compute uxi

(t) and uyi(t) using controller (3.15);
compute vxi

(t) and vyi(t) from obtained uxi
(t) and uyi(t) and compute the estimated

angle;
compute linear velocity vi(t);
compute angular velocity ωi(t);
implement vi(t) and ωi(t)

end

The matrices related to this communication graph are:

A =







0 0 0 0
1 0 0 0
0 1 0 0
0 1 1 0






, B =







1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0






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0 1

2

34

Figure 4.28: Communication topology for collision-free formation tracking.

The simulations are carried out in Gazebo. The initial position of the robots are r0(0) = (0, 0),
r1(0) = (1,−5), r2(0) = (−5, 0), r3(0) = (3, 5) and r4(0) = (−5, 6) while the initial angles are
ϕ0(0) = 0, ϕ1(0) = 40o, ϕ2(0) = −45o, ϕ3(0) = 15o and ϕ4(0) = −25o. The observer and controller
gains are chosen as c̄ = 1, θ = 5 and λ = 0.35 while the PID controller gains are 1.6, 0.3 and 0.6
for proportional, integral and derivative terms respectively. The detection radius R = 3m and the
protection radius r = 0.5m. The results are obtained for both fixed and time-varying formations.

4.11.2.1 Fixed formation

The formation vector for fixed formation is chosen such that the followers make a square shape around
the leader. The formation vectors are given as:

f1 = [4, 4, 0, 0]T

f2 = [4,−4, 0, 0]T

f3 = [−4, 4, 0, 0]T

f4 = [−4,−4, 0, 0]T

Figure 4.29a shows the formation tacking result when the leader is stationary with position coordinates
(0, 0) while Figure 4.29b shows the distance between the robots during the formation process. It is
clear that the inter-agent distance remains great than 2r which means the robots do not collide. The
tracking error results are shown in Figure 4.30.

Collision-free fixed formation tracking result with moving leader is shown in Figure 4.31. In
this case, the leader is moving with linear velocity v0 = 0.15m/s with heading angle ϕ0 = 30o.
Figure 4.31 illustrates the formation tracking at different time instants and inter-agent distance is
shown in Figure 4.31. The corresponding tracking errors are shown in Figure 4.32.
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Figure 4.29: Collision-free fixed formation with a stationary leader (a) formation tracking (b) inter-
agent distance.
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Figure 4.30: Tracking error of square formation tracking with a stationary leader.

r
x

-10 0 10 20 30

r y

-5

0

5

10

15

20
Leader
Follower 1
Follower 2
Follower 3
Follower 4

t=0

t=75

t=150

(a)

time
0 10 20 30 40 50 60 70

in
te

r-
ag

en
t d

is
ta

nc
e

0
1

3

5

10

15

(b)

Figure 4.31: Fixed formation with a moving leader (a) formation tracking (b) inter-agent distance.
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Figure 4.32: Tracking error of time-varying circular formation tracking with a moving leader.

4.11.2.2 Time-varying formation

A circular shape is again chosen for time-varying collision-free formation tracking. The followers are
supposed to move in a circle around the leader. The formation vector is chosen as:

fi(t) =







4 cos(0.1t+ 2π(i− 1)/4)
4 sin(0.1t+ 2π(i− 1)/4)

−0.4 sin(0.1t+ 2π(i− 1)/4)
0.4 cos(0.1t+ 2π(i− 1)/4)







for i = 1, 2, 3, 4. The formation vector is selected such that the distance between the robots, while in
the formation, is greater than R.

Both the cases with stationary and moving leader are verified. In the first case, the leader is
stationary at position coordinates (0,0). Figure 4.33a shows collision-free formation tracking with a
stationary leader and Figure 4.33b illustrates distance between the robots. It can be seen that the
robots achieve the desired formation without any collision. Figure 4.34 depicts the tracking error of
both x and y positions.

In the second case, the leader is moving at an angle of 30o with a speed of 0.15m/s. The for-
mation tracking result is illustrated in Figure 4.35a and the distance between the robots is shown in
Figure 4.35b. The corresponding tracking errors is shown in Figure 4.36.
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Figure 4.33: Time-varying collision-free formation tracking with a static leader.
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Figure 4.34: Tracking error of time-varying circular formation tracking with a stationary leader.
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Figure 4.35: Time-varying collision-free formation with a moving leader (a) formation tracking (b)
inter-agent distance.
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Figure 4.36: Tracking error of time-varying circular formation tracking with a moving leader.

4.12 Conclusion

In this chapter, application of the developed distributed cooperative controllers has been investigated.
Leader-following consensus and formation tracking algorithms along with a collision avoidance scheme
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have been applied to a robotic network consisting of differential drive mobile robots. The software
architecture of the robots is based on an open-source platform ROS. The distributed multi-robot
network is created using multi-master ROS strategy.

The observer based leader-following algorithm is implemented on a network of real robots. The
experimental results showed that the consensus is achieved efficiently even in the existence of distur-
bances and uncertainties attached with real-world environment.

A new control scheme has been proposed to apply formation tracking and collision avoidance
algorithms for nonholonomic agents. The proposed control scheme deals with the nonholonomic
constraints of the robots and allows us to use the algorithms for double integrator on differential
drive wheeled robots. The numerical results have been achieved through ROS Gazebo simulator.
Gazebo provides a very realistic environment to test the algorithms on robots by incorporating real-
world scenarios like friction, gravity etc. The proposed formation tracking and collision avoidance
algorithms are tested for both fixed and time-varying formation patterns. The obtained results depict
the efficacy of the algorithms in real-world applications and prove the robustness of these algorithms
against the uncertainties and disturbances which are always present in actual applications such as
measurement noise, communication noise, friction etc.



Part III

General conclusion and future
prospects
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General conclusion

This thesis has been focused on cooperative control of MAS. The considered MAS has been sub-
jected to various real-life communication constraints. Generally, the communication constraints appear
in the real systems due to the nature of the communication equipment and limited resources like com-
munication bandwidth and lack of relevant sensors etc. Since the communication among the agents
for cooperative control is of utmost importance, the constraints associated with it are required to be
handled in order to achieve the desired goals of MAS in an efficient manner.

We considered the following communication constraints. Firstly, it has been assumed that each
agent in the network can only measure and transmit its position information. It cannot measure
and transmit either its velocity and acceleration (input) states. Secondly, the sampling time for data
communication is irregular and nonuniform. In addition, these sampling periods are asynchronous
which means that sampling time of each agent is totally independent of others. Furthermore, it has
also been considered that the leader sends its position information to only a few agents and the
communication topology among the agents in the network is direct.

The main results of the thesis are summarized below:

• First chapter provided a brief introduction of multi-agent systems and their applications. Some
basic concepts related to MAS and communication network approaches to control it have also
been presented. We also discussed two fundamental problems in cooperative control of MAS
which include consensus and formation control. A detailed literature review has been provided
on these problems. Issues and challenges in distributed cooperative control have also been
discussed in detail.

The communication constraints present in practical MAS networks motivated this research work
to investigate and develop distributed control algorithms which must be able to deal with these
constraints effectively.

• In the second chapter, leader-following consensus problem has been considered. A continuous-
discrete time observer has been proposed to estimate the position and the velocity in continuous
time through available discrete position data. Each agent not only estimates its own states but
also the states of its neighbors. The proposed distributed control law uses these estimated states
to compute the required input of the agent. It has been shown through Lyapunov stability
analysis that the MAS achieves practical stability with the proposed algorithm if the leader
input (acceleration) is nonzero and exponential stability is achieved for the case when the leader
is static or moving with some constant velocity. The results have been further expanded for the
case when the communication topology among the agents does not remain fixed and changes
with time. It has been proved that the MAS under the communication constraints can achieve
consensus with switching topologies if the average dwell time remains greater than a certain
value. The developed control law has also been validated through MATLAB simulations.

• In chapter 3, firstly the problem of formation tracking has been studied. The results of the
designed leader-following consensus protocol has been extended to achieve formation tracking
of MAS with communication constraints. The formation tracking protocol is designed by in-
troducing position and velocity offsets in the consensus controller. These offsets depend on the
required formation shape. It has been shown that both fixed and time-varying formation shapes
can be achieved through the developed protocol.

In the second part of chapter 3, a collision avoidance mechanism has been incorporated with
the formation controller. An APF based approach has been used to introduce a repulsion force
between the agents if they are very close. A stability analysis has been provided along with
simulation results to illustrate the efficacy of the developed algorithm.

• The main focus of chapter 4 was the application of developed algorithms to a fleet of wheeled
mobile robots. To begin, the robotic platform and its specifications have been presented along
with an introduction of ROS. Then a setup of ROS based distributed communication network
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for multi-robot system has been presented which was developed for the implementation of the
designed consensus tracking algorithm. A new control scheme has been developed to deal with
the nonholonomic constraints of the robot. The proposed scheme allows us to use the algorithms
for double integrator on differential drive wheeled robots. The results obtained through ROS-
Gazebo simulations and hardware implementation have shown the effectiveness of the proposed
consensus and formation tracking algorithms in real world scenarios.

Future prospects

Based on the results obtained in this thesis, following are some problems which can be considered
in future work.

• The results in the current thesis are obtained for MAS with double-integrator agent dynamics. It
is possible to extend these results for a larger scale of systems including higher-order, nonlinear
and chained form dynamical models etc. Some preliminary results have already been obtained for
MAS having general N -order dynamics with Lipschitz nonlinearities and bounded uncertainties
[186].

• In chapter 2, the leader-following consensus algorithms have been developed for a MAS with
either a fixed communication topology or when the topology is switching between the graphs
having a spanning tree. It will be interesting to investigate the case where individual graphs
do not necessarily have a spanning tree but only a joint-graph contains a spanning tree in a
time period. Moreover, for switching topology, we considered the leader with constant velocity.
The case of leader with acceleration is anticipated as future work. Similarly, we studied the
formation tracking and collision avoidance for fixed graphs only. The extension of these results
for the switching topology case is considered as future work. Another interesting research di-
rection would be finding a mechanism to maintain a connected graph for a system time-varying
topologies.

• We considered that the dynamics of the leader and the followers are the same. However, in
practice, sometimes leader’s dynamics could be different from the follower dynamics. Similarly,
the followers could have different dynamics. Development of distributed consensus and formation
tracking algorithm with heterogeneous agents can be considered in future work.

• It will be worth studying the case of formation tracking problem with multiple leaders where
MAS can split in groups with different geometric shapes and then can merge to form a new
shape. Such operations are quite useful to divide or combine objectives and to avoid collision
with obstacles in the path of the desired trajectory.
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Abstract

Multi-agent systems (MAS) have gained much popularity due to their vast range of applications. MAS
is deployed to achieve more complex goals which could not be realized by a single agent alone. Com-
munication and information exchange among the agents in a MAS is crucial to control its cooperative
behavior. Agents share their information with their neighbors to reach a common objective, thus
do not require any central monitoring unit. However, the communication among the agents is sub-
ject to various practical constraints. These constraints include irregular and asynchronous sampling
periods and the availability of partial states only. Such constraints pose significant theoretical and
practical challenges. In this thesis, we investigate two fundamental problems related to distributed
cooperative control, namely consensus and formation control, of double-integrator MAS under these
constraints. It is considered that each agent in the network can measure and transmit its position
state only at nonuniform and asynchronous sampling instants. Moreover, the velocity and acceleration
are not available. First, we study the problem of distributed control of leader-following consensus.
A continuous-discrete time observer based leader-following algorithm is proposed. The observer esti-
mates the position and velocity of the agent and its neighbor in continuous time from the available
sampled position data. Then these estimated states are used for the computation of the control input.
Both fixed and switching topology scenarios are discussed. Secondly, a consensus based distributed
formation tracking protocol is designed to achieve both fixed and time-varying formation patterns.
Collision avoidance problem is also studied in this thesis. An Artificial Potential Function (APF)
based collision avoidance mechanism is incorporated with the formation tracking algorithm to prevent
collisions between the agents while converging to a desired position. Finally, the proposed algorithms
are applied on a multi-robot network, consisting of differential drive robots using Robot Operating
System (ROS). A new scheme is proposed to deal with nonholonomic constraints of the robot. Effi-
ciency of the designed algorithms and their effectiveness in real world applications are shown through
both simulation and hardware results.

Keywords: Multi-agent system, Leader-following consensus, formation tracking, multi-robot net-
work, sampled data, asynchronous sampling, nonuniform sampling



Appendix A

Proof of Theorem 24

The proof of Theorem 24 is divided into several steps. In the first step, system (2.9) along with the
control law (2.17) and the observer (2.18)-(2.19) are re-written in a more compact form. Equations
for tracking and observer errors are also derived in this step. New coordinates for high-gain design
are introduced in the second step, while, in step 3, variables of the state of tracking and observer
errors are combined in new variables. Candidate Lyapunov functions are introduced in step 4 and
inequalities involving their derivatives are derived. Then in step 5, it is shown that Lemma 16 can
be applied if the conditions given in Theorem 24 are satisfied. Finally, in the last step, an inequality
involving the tracking error in original coordinates is obtained.

Step 1.

The dynamics of the agents can be written as

{

ẋi = Axi +Bui i = 0, . . . , N

ri = Cxi
(A.1)

where A =

(
0m Im
0m 0m

)

, B =

(
0m
Im

)

and C =
(
Im 0m

)
.

Denoting x̂i,j = (r̂Ti,j , v̂
T
i,j)

T , system (2.18)-(2.19) can be written as

˙̂xi,j(t) = Ax̂i,j(t)− θ∆−1
θ Koe

−2θ(t−κi,j(t))(r̂i,j(κi,j(t))− rj(κi,j(t))), i = 1 . . . N, j = 0 . . . N

where

κi,j(t) = max
{

ti,jk | ti,jk ≤ t, k ∈ N

}

represents the last instant, among all the sampling times represented by ti,jk , when the measurements
of agent j have been received by agent i. While

∆θ =

(
Im 0m
0m

1
θ
Im

)

Ko = P−1CT =
[
2Im Im

]T

with P the symmetric positive definite matrix solution of the following equation (see [187] for more
details).

P +ATP + PA = CTC (A.2)
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The input ui can also be written as

ui = −c̄λ2
N∑

k=1

Likr̂
i
k − c̄λ2bi(r̂

i
i − r̂i0)− c̄2λ

N∑

k=1

Likv̂
i
k − c̄2λbi(v̂

i
i − v̂i0)

= −c̄λ2
N∑

k=1

Hik(r̂
i
k − r̂i0)− c̄2λ

N∑

k=1

Hik(v̂
i
k − v̂i0)

= −c̄
N∑

k=1

Hik

(
Im 2Im

)
(
λ2Im 0m
0m λIm

)
(
x̂ik − x̂i0

)

= −c̄

N∑

k=1

HikKcΓλ

(
x̂ik − x̂i0

)

where

Γλ =

(
λ2Im 0m
0m λIm

)

Kc = BTQ =
(
Im 2Im

)

with Q is the symmetric positive definite matrix solution of the following matrix equality (see [188]
for more details).

Q+QA+ATQ = QBBTQ (A.3)

Defining the estimation error
x̃i,j = x̂i,j − xj

and the tracking error
ei = xi − x0

for j = 0, . . . , N and i = 1, . . . , N gives

˙̃xi,j(t) = Ax̃i,j(t)− θ∆−1
θ Koe

−2θ(t−κi,j(t)) (Cx̂i,j(κi,j(t))− Cxj(κi,j(t)))−Buj(t)

= (A− θ∆−1
θ KoC)x̃i,j(t)− θ∆−1

θ Kozi,j(t)−Buj(t)

where zi,j(t) =
[
e−2θ(t−κi,j(t))Cx̃i,j(κi,j(t))− Cx̃i,j(t)

]
and

ėi(t) = Aei(t) +Bui(t)−Bu0(t)

ui = −c̄KcΓλ

N∑

k=1

Hikek − c̄KcΓλ

N∑

k=1

Hikx̃i,k + bic̄KcΓλx̃i,0

for i = 1, . . . , N .

Step 2.

Consider the coordinates for high-gain design ēi = Γλei and x̄i,j = ∆θx̃i,j using the equalities,

∆θA∆−1
θ = θA

C∆−1
θ = C

ΓλAΓ−1
λ = λA

ΓλB = λB

∆θB =
1

θ
B

BT∆−1
θ = θBT
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yields

˙̄ei(t) = λAēi(t) + λBui(t)− λBu0(t)

˙̄xi,j(t) = θ(A−KoC)x̄i,j(t)− θKozi,j(t)−
1

θ
Buj(t)

and

ui = −c̄Kc

N∑

k=1

Hikēk − c̄KcΓλ∆
−1
θ

N∑

k=1

Hikx̄i,k + bic̄KcΓλ∆
−1
θ x̄i,0

= c̄Kc

(

biΓλ∆
−1
θ x̄i,0 −

N∑

k=1

Hik(ēk + Γλ∆
−1
θ x̄i,k)

)

Step 3.

Denoting ηc = [ēT1 . . . ēTN ]T , ηoi = [(x̄i,1)
T . . . (x̄i,N )T ]T , i = 1 . . . N and ηo0 = [(x̄1,0)

T . . . (x̄N,0)
T ], the

tracking error can be written in compact form as

η̇c = λ[IN ⊗A]ηc − c̄λ[H⊗ (BKc)]η
c − c̄λ

N∑

i=1

[(DN
i H)⊗ (BKcΓλ∆

−1
θ )]ηoi

+c̄λ[IN ⊗ (BKcΓλ∆
−1
θ )][B ⊗ I2m]ηo0 − λ[1N ⊗B]u0

Step 4.

Let us consider the following Lyapunov functions

V̄c(η
c) = (ηc)T [Ω⊗Q]ηc (A.4)

Vo(x̄i,j) = (x̄i,j)
TP (x̄i,j) (A.5)

V̄o(η
o) =

N∑

i=1

N∑

j=0

sijVo(x̄i,j) (A.6)

where sij = 1 if agent i receives information from agent j and 0 otherwise for i = 1, . . . , N , j = 0, . . . , N
and ηo is the vector containing all the x̄i,j such that sij = 1.
Step 4.1.
The derivative of the Lyapunov function (A.4) can be written as

˙̄Vc(η
c) = λ(ηc)T [Ω⊗ATQ]ηc + λ(ηc)T [Ω⊗QA]ηc − c̄λ(ηc)T [(HTΩ)⊗ ((BKc)

TQ)]ηc

−c̄λ(ηc)T [(ΩH)⊗ (QBKc)]η
c + 2c̄λ(ηc)T [Ω⊗ (QBKcΓλ∆

−1
θ )][B ⊗ I2m]ηo0

−2c̄λ

N∑

i=1

(ηc)T [(ΩDN
i H)⊗ (QBKcΓλ∆

−1
θ )]ηoi − 2λ(ηc)T [(Ω1N )⊗ (QB)]u0

= λ(ηc)T [Ω⊗ (ATQ+QA)]ηc − c̄λ(ηc)T [(HTΩ)⊗ ((BKc)
TQ) + (ΩH)⊗ (QBKc)]η

c

+2c̄λ(ηc)T [Ω⊗ (QBKcΓλ∆
−1
θ )][B ⊗ I2m]ηo0 − 2c̄λ

N∑

i=1

(ηc)T [(ΩDN
i H)⊗ (QBKcΓλ∆

−1
θ )]ηoi

−2λ(ηc)T [(Ω1N )⊗ (QB)]u0 (A.7)

Since
(BKc)TQ = QBKc = QBBTQ

It can be shown by using point k) of Lemma 15 that



102 Proof of Theorem 24

(HTΩ)⊗ ((BKc)
TQ) + (ΩH)⊗ (QBKc)

= [HTΩ+ ΩH]⊗ [QBBTQ]

≥ ρ(IN ⊗ [QBBTQ])

≥ ρ

ωmax
Ω⊗ [QBBTQ]

therefore

λ(ηc)T [Ω⊗ (ATQ+QA)]ηc − c̄λ(ηc)T [(HTΩ)⊗ ((BKc)
TQ) + (ΩH)⊗ (QBKc)]η

c)

= λ(ηc)T [Ω⊗ (QBBTQ−Q)]ηc − c̄λ(ηc)T [(HTΩ+ ΩH)⊗ (QBBTQ)]ηc

≤ −λV̄c(η
c) + λ(ηc)T [Ω⊗QBBTQ]ηc − ρ

ωmax
c̄λ(ηc)T [Ω⊗QBBTQ]ηc

If c̄ ≥ ωmax
ρ

, then the above inequality can be reduced to

λ(ηc)T [Ω⊗ (AQT +QA)]ηc − c̄λ(ηc)T [(HTΩ)⊗ ((BKc)
TQ)]ηc

−c̄λ(ηc)T [(ΩH)⊗ (QBKc)]η
c ≤ −λV̄c(η

c) (A.8)

Moreover, one has the following inequality,

2c̄λ(ηc)T [Ω⊗ (QBKcΓλ∆
−1
θ )][B ⊗ I2m]ηo0

= 2c̄λ(ηc)T [(Ω⊗Q)(IN ⊗BKcΓλ∆
−1
θ )][B ⊗ I2m]ηo0

≤ 2c̄λ
√

(ηc)T [Ω⊗Q]ηc
√

((IN ⊗BKcΓλ∆
−1
θ )][Bηo0])T [Ω⊗Q](IN ⊗BKcΓλ∆

−1
θ )][Bηo0])

by using Lemma 15-h)

≤ 2c̄λ
√

Vc(ηc)
√

λmax(Ω⊗Q)((IN ⊗BKcΓλ∆
−1
θ )][Bηo0])T (IN ⊗BKcΓλ∆

−1
θ )][Bηo0])

by using Lemma 15-i)

≤ 2c̄λ
√

V̄c(ηc)
√
ωmax

√

λmax(Q)∥[IN ⊗BKcΓλ∆
−1
θ ][B ⊗ I2m]ηo0∥2 (A.9)

by using Lemma 15-g)

Furthermore

∥[B ⊗ I2m]ηo0∥22 =
N∑

i=1

bi∥x̄i,0∥22

≤
N∑

i=1

bi
λmin(P )

(
(x̄i,0)

TPx̄i,0
)

by using Lemma 15-i)

≤ 1

λmin(P )

N∑

i=1

si0Vo(x̄i,0) (A.10)

By Lemma 15-f) and since ∥IN∥2 = 1, we obtain

2c̄λ(ηc)T [Ω⊗ (QBKcΓλ∆
−1
θ )][B ⊗ I2m]ηo0

≤ 2c̄λ∥Γλ∆
−1
θ ∥√ωmax

√

λmax(Q)
√

λmin(P )
∥BKc∥

√

V̄c(ηc)

√
√
√
√

N∑

i=0

si0Vo(x̄i0)

≤ 2c̄λ∥Γλ∆
−1
θ ∥√ωmax

√

λmax(Q)
√

λmin(P )
∥Kc∥

√

V̄c(ηc)

√
√
√
√

N∑

i=0

si0Vo(x̄i0) (A.11)

since ∥B∥ = 1
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For the second term, we have

−2c̄λ
N∑

i=1

(ηc)T [(ΩDN
i H)⊗ (QBKcΓλ∆

−1
θ )]ηoi

= −2c̄λ

N∑

i=1

(ηc)T (Ω⊗Q)[(DN
i H)⊗ (BKcΓλ∆

−1
θ )]ηoi

≤ −2c̄λ

N∑

i=1

√

(ηc)T (Ω⊗Q)ηc
√

([(DN
i H)⊗ (BKcΓλ∆

−1
θ )]ηoi )

T (Ω⊗Q)[(DN
i H)⊗ (BKcΓλ∆

−1
θ )]ηoi

by Lemma 15-h)

≤ 2c̄λ
N∑

i=1

√

V̄c(ηc)
√

λmax(Ω⊗Q)∥(DN
i H)⊗ (BKcΓλ∆

−1
θ )∥2

√
√
√
√

N∑

j=1

sij∥x̄i,j∥ by Lemma 15-i)

≤ 2c̄λ
√

ωmaxλmax(Q)∥H∥ ∥Kc∥ ∥Γλ∆
−1
θ ∥
√

V̄c(ηc)

N∑

i=1

√
√
√
√

N∑

j=1

sij∥x̄i,j∥

by using Lemma 15-f) and ∥DN
i ∥2 = 1, ∥B∥2 = 1

≤ 2c̄λ
√
ωmax

√

λmax(Q)
√

λmin(P )
∥H∥ ∥Kc∥ ∥Γλ∆

−1
θ ∥
√

V̄c(ηc)
N∑

i=1

√
√
√
√

N∑

j=1

sijV (x̄i,j) (A.12)

by using Lemma 15-i)

Finally, by using inequalities (A.11) and (A.12), one obtains

2c̄λ(ηc)T [Ω⊗ (QBKcΓλ∆
−1
θ )][b⊗ I2m]ηo0 − 2c̄λ

N∑

i=1

(ηc)T [(ΩDN
i H)⊗ (QBKcΓλ∆

−1
θ )]ηoi

≤ 2c̄λ
√
ωmax

√

λmax(Q)

λmin(P )
max{1, ∥H∥} ∥Kc∥ ∥Γλ∆

−1
θ ∥
√

V̄c(ηc)

N∑

i=0

√

Vo(ηoi )

≤ 2λk1∥Γλ∆
−1
θ ∥
√

V̄c(ηc)
√

V̄o(ηo)

by using Lemma 15-c)

where

k1 = c̄
√
N + 1

√
ωmax

√

λmax(Q)

λmin(P )
max{1, ∥H∥} ∥Kc∥ (A.13)

Similarly, for the last term of (A.7), following can be shown,

−2λ(ηc)T [(Ω1N )⊗ (QB)]u0

= −2λ(ηc)T (Ω⊗Q)(1N ⊗B)u0

≤ 2λ
√

(ηc)T (Ω⊗Q)ηc
√

[(1N ⊗B)u0]T (Ω⊗Q)(1N ⊗B)u0

by using Lemma 15-h)

≤ 2λ
√

V̄c(ηc)
√

λmax(Ω⊗Q)
√
Nδ0

by using Lemma 15-i) and the fact that ∥1N∥ =
√
N, ∥u0∥ ≤ δ0

≤ 2k2λδ0

√

V̄c(ηc) (A.14)

by using Lemma 15-g)
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where

k̄2 =
√
N
√
ωmax

√

λmax(Q) (A.15)

Using inequalities (A.8), (A.13) and (A.14) lead to

˙̄Vc(η
c) ≤ −λV̄c(η

c) + 2k1λ∥Γλ∆
−1
θ ∥
√

V̄c(ηc)
√

V̄o(ηo) + 2k̄2λδ0

√

V̄c(ηc) (A.16)

Step 4.2.
For i, j such that sij = 1, the derivative of (A.5) is given by

V̇o(x̄i,j) = θ(x̄i,j)
T [(A−KoC)TP + P (A−KoC)](x̄i,j)

−2θ(x̄i,j)
TPKozi,j −

2

θ
(x̄i,j)

TPBuj (A.17)

One has

θ(x̄i,j)
T [(A−KoC)TP + P (A−KoC)](x̄i,j)

= θ(x̄i,j)
T [ATP − CTC + PA− CTC](x̄i,j)

= −θ(x̄i,j)
TP (x̄i,j)− θ(x̄i,j)

TCTC(x̄i,j), by using the definition of P

≤ −θVo(x̄i,j) (A.18)

−2θ(x̄i,j)
TPKozi,j(t) ≤ 2θ

√

λmax(P )∥Ko∥
√

Vo(x̄i,j)∥zi,j(t)∥ (A.19)

by using Lemma 15-i)

Since

żi,j(t) = −2θe−2θ(t−κi,j(t))Cx̃ij(κi,j(t))− C ˙̃xi,j(t)

= −BT x̃i,j(t)

and zi,j(κi,j(t)) = 0, ∀t ≥ 0, then we have

zi,j(t) = −
∫ t

κi,j(t)
BT x̃i,j(s)ds

= −θ

∫ t

κi,j(t)
BT x̄i,j(s)ds

or

∥zi,j∥ = θ

∥
∥
∥
∥
∥

∫ t

κi,j(t)
BT x̄i,j(s)ds

∥
∥
∥
∥
∥

≤ θ

∫ t

t−τM

∥x̄i,j(s)∥ds

The above inequality is achieved by using the definition of κi,j(t) and the fact that t − κi,j(t) ≤
ti,jk+1 − ti,jk ≤ τM , for all t ≥ 0, k ∈ N and

∥
∥BT

∥
∥ = 1. Furthermore, by using Lemma 15-i), we get

zi,j(t) ≤
θ

√

λmin(P )

∫ t

t−τM

√

((x̄i,j(s))TP (x̄i,j(s)))ds

Therefore, (A.20) becomes

−2θ(x̄i,j)
TPKozi,j(t) ≤ 2θ2k̄3

√

Vo(x̄i,j(t))

∫ t

t−τM

√

Vo(x̄i,j(s))ds
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where

k̄3 =

√

λmax(P )
√

λmin(P )
∥Ko∥ (A.20)

Furthermore,

∥uj∥ ≤ c̄∥Kc∥
(

∥biΓλ∆
−1
θ x̄j,0∥+

N∑

k=1

∥Hi,k(ēk + Γλ∆
−1
θ x̄i,k)∥

)

By using the definition of si,j and H, we get

∥uj∥ ≤ c̄∥Kc∥hmax

(
N∑

k=1

∥ēk∥+ ∥Γλ∆
−1
θ ∥

N∑

k=0

sjk∥x̄j,k∥
)

where hmax is defined by (2.16). Since

∥ēk∥ =
√

ēTk ek

so by using lemma 15-i), one has

∥ēk∥ ≤ 1
√

λmin(Q)

√

ēTkQēk

N∑

k=1

∥ēk∥ ≤
√
N

λmin(Q)
√
ωmin

√

V̄c(ηc) by using Lemma 15-c)

Similarly,

∥x̄j,k∥ ≤ 1
√

λmin(P )

√

Vo(x̄j,k) by using Lemma 15-i)

So it leads to

−2

θ
(x̄i,j)

TPBuj ≤ 2

θ

√

Vo(x̄i,j)
√

λmax(P )∥uj∥

≤ 2

θ
k̄4

√

Vo(x̄i,j)
√

V̄c(ηc)

+
2

θ
k̄5∥Γλ∆

−1
θ ∥
√

Vo(x̄i,j)

N∑

k=0

sjk

√

Vo(x̄j,k) (A.21)

where

k̄4 =
c̄∥Kc∥hmax

√
N
√

λmax(P )
√

λmin(Q)
√
ωmin

(A.22)

k̄5 =
c̄∥Kc∥hmax

√

λmax(P )
√

λmin(P )
(A.23)

Moreover, by using Lemma 15-h)

−2

θ
(x̄i,0)

TPBu0 ≤
2

θ

√

λmax(P )
√

(x̄i,0)TP (x̄i,0)
√

(Bu0)T (Bu0)

which can be further simplified as

−2

θ
(x̄i,0)

TPBu0 ≤
2

θ
δ0k̄6

√

V0(x̄i,0) (A.24)

The above is achieved by using Lemma 15-i) and the fact that ∥B∥ = 1 and ∥u0(t)∥ ≤ δ0 for all t ≥ 0
and

k̄6 =
√

λmax(P ) (A.25)
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Using inequalities (A.18), (A.21) and (A.24) leads to

V̇o(x̄i,j) ≤ −θVo(x̄i,j) + 2θ2k̄3

√

Vo(x̄i,j)

∫ t

t−τM

√

Vo(x̄i,j(s))ds+ 2
k̄4
θ

√

Vo(x̄i,j)
√

V̄c(ηc)

+2
k̄5
θ
∥Γλ∆

−1
θ ∥
√

Vo(x̄i,j)

N∑

k=0

sjk

√

Vo(x̄j,k)

≤ −θVo(x̄i,j) + 2θ2k̄3

√

Vo(x̄i,j)

∫ t

t−τM

√

V̄o(ηo(s))ds+ 2
k̄4
θ

√

Vo(x̄i,j)
√

V̄c(ηc)

+2
k̄5
θ
∥Γλ∆

−1
θ ∥
√

Vo(x̄i,j)
√
N + 1

√

V̄o(ηo) (A.26)

for j = 1, . . . , N , while

V̇o(x̄i,0) ≤ −θVo(x̄i,0) + 2θ2k̄3

√

Vo(x̄i,j)

∫ t

t−τM

√

V̄o(ηo(s))ds+ 2
k̄6
θ
δ0

√

Vo(x̄i,0) (A.27)

Step 4.3.
Letting

λ = εθ

with ε ∈ (0, 1), then
∥Γλ∆

−1
θ ∥ = λθ (A.28)

From the definition of ˙̄Vo(η
o)

˙̄Vo(η
o) =

N∑

i=1

N∑

j=1

sij
˙̄Vo(x̄i,j) +

N∑

i=1

sij
˙̄Vo(x̄i,0) (A.29)

then by using (A.26),(A.27), (A.28) and Lemma 15 e), one gets

˙̄Vo(η
o) ≤ −θV̄o(η

o) + 2θ2k3

√

V̄o(ηo)

∫ t

t−τM

√

V̄o(ηo(s))ds+ 2λk5V̄o(η
o) (A.30)

+2
k4
θ

√

V̄o(ηo)
√

V̄c(ηc) + 2
k6
θ
δ0

√

V̄o(ηo) (A.31)

where

k3 = k̄3
√
N
√
N + 1 (A.32)

k4 = k̄4N (A.33)

k5 = k̄5N
√
N + 1 (A.34)

k6 = k̄6
√
N (A.35)

Step 5.

From (A.16), we obtain

d

dt

(√

V̄c(ηc)

)

=
1

2
√

V̄c(ηc)

˙̄Vc(η
c) ≤ −λ

2

√

V̄c(ηc) + k1λ
2θ
√

V̄o(ηo) + k̄2λδ0

and similarly from (A.31)

d

dt

(√

V̄o(ηo)

)

≤ −θ

2

√

V̄o(ηo) + k3θ
2

∫ t

t−τM

√

V̄o(ηo(s))ds+
k4
θ

√

V̄c(ηc) + k5λ
√

V̄o(ηo) +
k6
θ
δ0
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We have

d

dt

(√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo)

)

≤ −εθ

4

(

1− 4k4ε
1
2

)√

V̄c(ηc)−
ε

3
2 θ3

4

(

1− 4k1ε
1
2 − 4k5ε

)√

V̄o(ηo)

−εθ

4

√

V̄c(ηc)−
ε

3
2 θ3

4

√

V̄o(ηo) + k3ε
3
2 θ4

∫ t

t−τM

√

V̄o(ηo(s))ds

+k̄2εθδ0 + k6ε
3
2 θδ0

By choosing ε < ε∗ where ε∗ = min
{

1, 1
(4k4)2

, 1
(8k1)2

, 1
8k5

}

, we obtain

d

dt

(√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo)

)

≤ −εθ

4

√

V̄c(ηc)−
ε

3
2 θ3

4

√

V̄o(ηo)+ k3ε
3
2 θ4

∫ t

t−τM

√

V̄o(ηo(s))ds+ k2εθδ0

where

k2 = max{k̄2, k6} (A.36)

Applying Lemma 16 with

a =
εθ

4
=

λ

4
(A.37)

b =
θ

4
(A.38)

c = k3ε
3
2 θ4 (A.39)

k = k2εθδ0 (A.40)

one obtains the existence of ϱ > 0 and ᾱ > 0 such that if

τM < ϱmin

(
b

c
,
1

σ

)

(A.41)

with σ = 1
2 min(a, b) = λ

8 since θ > λ > 0, then
√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo) ≤ ᾱe−σt +
k2εθδ0

σ

Since

min

(
b

c
,
1

σ

)

= min

(
1

4θk3
,
8

λ

)

≥ min

(
1

4k3
, 8

)

min

(
1

θ
,
1

λ

)

≥ 1

4k3θ
(A.42)

then, if θ verifies

τM <
ϱ̄

θ
(A.43)

with ϱ̄ = ϱ
4k3

, the following inequality holds true
√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo) ≤ ᾱe−
λ
8
t + 8k2δ0 (A.44)

Step 6.

One now comes back to the original coordinates of both observer and tracking errors. One has

λ
√

λmin(Q)∥ei∥ ≤
√

ēTi Qēi

since λ > 0

∥ei∥ ≤ 1

λ
√

λmin(Q)
√
ωi

√

ωiēTi Qēi

N∑

i=1

∥ei∥ ≤ 1

λ

√
N

√

λmin(Q)
√
ωmin

√

V̄c(ηc)
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The above inequality has been achieved using Lemma 15-c) and the fact that
∑N

i=1 ωi

(
ēTi Qēi

)
=

V̄c(η
c)). Rearranging the above inequality, one has

√

V̄c(ηc) ≥ λl1

N∑

i=1

∥ei∥ (A.45)

where

l1 =

√

λmin(Q)
√
ωmin√

N
(A.46)

Similarly, we have
√

λmin(P )

θ
∥x̃i,j∥ ≤

√

(x̄i,j)
T Px̄i,j (A.47)

As θ > 0, we have

N∑

j=0

∥x̃i,j∥ ≤ θ
√

λmin(P )

N∑

j=0

√

Vo(x̄i,j)

N∑

i=1

N∑

j=0

∥x̃i,j∥ ≤ θ

√
N
√
N + 1

√

λmin(P )

√

V̄o(ηo) by using Lemma 15-c)

√

V̄o(ηo) ≥ l2
θ

N∑

i=1

N∑

j=0

∥x̃i,j∥ (A.48)

where

l2 =

√

λmin(P )√
N
√
N + 1

(A.49)

Using inequalities (A.45) and (A.48), one obtains

√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo) ≥ λl1

N∑

i=1

∥ei∥+ ε
3
2 θl2

N∑

i=1

N∑

j=0

∥x̃i,j∥

Over-valuation of the tracking error ei is given by

√

V̄c(ηc) + ε
3
2 θ2
√

V̄o(ηo) ≥ λl1

N∑

i=1

∥ei∥

by using inequality (A.44), it gives

N∑

i=1

∥ei∥ ≤ αe−
λ
8
t +

βδ0
λ

(A.50)

with

α =
ᾱ

λl1
(A.51)

β =
8k2
l1

(A.52)

This ends the proof.



Appendix B

Proof of Theorem 29

The proof is divided into two steps. In the first step, the results of fixed topology case are further
expanded to obtain some useful inequalities and properties. In the second step, piece-wise candidate
Lyapunov function is introduced and it is shown that if the conditions given in Theorem 29 are satisfied
then the MAS with switching topology achieves stability.

Step 1:

First, suppose a fixed communication graph Gp (p ∈ M). Using the same Lyapunov functions (A.4)-
(A.6) with a small modification in the notation of V̄c(η

c) as V̄ p
c (ηc) = (ηc)T [Ωp ⊗Q]ηc to specify it for

communication graph Gp since Ω depends on the communication graph. Then by following the same
steps as given in proof of Theorem 24, one can show that if the conditions (2.31)-(2.33) are satisfied
and leader’s input is zero, i.e. u0 = 0 then

√

V̄ p
c (ηc) + ε

3
2 θ2
√

V̄o(ηo) ≤ ᾱ(t0)e
−λ

8
(t−t0)

where ᾱ ≥ 0. In fact, from Lemma 16 one gets

ᾱ(t0) =
√

V̄ p
c (t0) + ε

3
2 θ2
√

V̄0(t0) + cε
3
2 θ2

∫ τM

0

∫ t0

t0−s

evκ(µ−t0+s)
√

V̄0(µ)dµds (B.1)

where v and κ are given in Lemma 16.
Now for t ∈ [t0, t1), one can show that

√

V̄ p
c (t) + ε

3
2 θ2
√

V̄0(t) ≤
(√

V̄ p
c (t0) + ε

3
2 θ2K max

s∈[t0−τM ,t0]

√

V̄o(s)

)

e−
λ
8
(t−t0) (B.2)

√

V̄ p
c (t1) + ε

3
2 θ2 max

s∈[t1−τM ,t1)

√

V̄0(s) ≤
(√

V̄ p
c (t0) + ε

3
2 θ2K max

s∈[t0−τM ,t0]

√

V̄o(s)

)

e−
λ
8
((t1−τM )−t0)

√

V̄ p
c (t1) + ε

3
2 θ2 max

s∈[t1−τM ,t1)

√

V̄0(s) ≤
(√

V̄ p
c (t0) + ε

3
2 θ2K max

s∈[t0−τM ,t0]

√

V̄o(s)

)(

e
λ
8
τM
)

e−
λ
8
(t1−t0)

(B.3)

where K = 2max{1, cτ2MevκτM } with c ≥ 0.
Each V̄ p

c (ηc) is continuous and decreases exponentially. V̄ p
c (ηc) satisfies the following properties

[147,189].

• There exists β̄ ≥ 1 such that

V̄ p
c (η

c) ≤ β̄V̄ q
c (η

c), ∀p, q ∈ M (B.4)

or √

V̄ p
c (ηc) ≤ β

√

V̄ q
c (ηc), ∀p, q ∈ M (B.5)

where β =
√

β̄
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• Let α1 = minp∈M(λmin(Ω
p ⊗Q)) and α1 = maxp∈M(λmax(Ω

p ⊗Q)), then

α1∥ηc∥2 ≤ V̄ p
c ≤ α2∥ηc∥2 (B.6)

Step 2:

Let us now define a piece-wise Lyapunov function for a switching communication topology

V̄ σ(t)
c (ηc) = (ηc)T [Ωσ(t) ⊗Q]ηc (B.7)

then from (B.5), for any switching instant tl, l = 1, 2, . . .

√

V̄
σ(tl)
c (tl) ≤ β

√

V̄
σ(t−

l
)

c (t−l ) (B.8)

and since V̄0 does not switch, therefore

V̄0(tl) = V̄0(t
−
l ) (B.9)

so
(√

V̄
σ(tl)
c (tl) + ε

3
2 θ2 max

s∈[tl,tl−τM )

√

V̄o(s)

)

≤ β

(√

V̄
σ(t−

l
)

c (t−l ) + ε
3
2 θ2 max

s∈[t−
l
,t−
l
−τM )

√

V̄o(s)

)

(B.10)

For t ∈ [tk, tk+1), from (B.2) and (B.10), one have
√

V̄
σ(t)
c (t) + ε

3
2 θ2 max

s∈[t−τM ,t)

√

V̄0(s)

≤ e
λ
8
τM

(√

V̄
σ(tk)
c (tk) + ε

3
2 θ2K max

s∈[tk−τM ,tk]

√

V̄o(s)

)

e−
λ
8
(t−tk) from (B.2) (B.11)

≤ βKe
λ
8
τM

(√

V̄
σ(t−

k
)

c (t−k ) + ε
3
2 θ2 max

s∈[t−
k
−τM ,t−

k
]

√

V̄o(s)

)

e−
λ
8
(t−tk) from (B.10) (B.12)

≤ βK2e2
λ
8
τM

(√

V̄
σ(t0)
c (tk−1) + ε

3
2 θ2 max

s∈[tk−1−τM ,tk−1]

√

V̄o(s)

)

e−
λ
8
(t−tk−1)

≤ βNσ(Ke
λ
8
τM )Nσ+1

(√

V̄
σ(t0)
c (t0) + ε

3
2 θ2 max

s∈[t0−τM ,t0]

√

V̄o(s)

)

e−
λ
8
(t−t0)

≤ βN0(Ke
λ
8
τM )N0+1(βK)

t−t0
τa e

t−t0
τa

(√

V̄
σ(t0)
c (t0) + ε

3
2 θ2 max

s∈[t0−τM ,t0]

√

V̄o(s)

)

e−
λ
8
(t−t0)

where inequalities (B.11) and (B.12) are obtained using (B.2) and (B.10), respectively. Now by using
Definition 26, one has

√

V̄
σ(t)
c (t) + ε

3
2 θ2 max

s∈[t−τM ,t)

√

V̄0(s)

≤ βN0(Ke
λ
8
τM )N0+1

(√

V̄
σ(t0)
c (t0) + ε

3
2 θ2 max

s∈[t0−τM ,t0]

√

V̄o(s)

)

e
−
(

λ
8
− ln (βK)−1

τa

)

(t−t0) (B.13)

so if ADT is chosen τa > 8 ln (βK)−1
λ

, the system achieves exponential stability.
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Proof of Theorem 36

The agent dynamics can be re-written as
{

ẋi = Axi +Bui i = 0, . . . , N

ri = Cxi

with A =

(
0m Im
0m 0m

)

, B =

(
0m
Im

)

and C =
(
Im 0m

)
. Similarly, the formation dynamics can be

written as

ḟi = Afi +Bḟi,v

Denoting x̂i,j = (r̂Ti,j , v̂
T
i,j)

T , the observer (3.5)-(3.6) can be written as

˙̂xi,j(t) = Ax̂i,j(t) +Bḟi,v − θ∆−1
θ Koe

−2θ(t−κi,j(t))(r̂i,j(κi,j(t))− rj(κi,j(t)))

for i = 1, . . . , N and j = 0, . . . , N and where κi,j(t) = max
{

ti,jk | ti,jk ≤ t, k ∈ N

}

is the last instant
when the position of agent j has been received by agent i, while

∆θ =

(
Im 0m
0m

1
θ
Im

)

Ko =
[
2Im Im

]T

From Definition 34, the tracking error can be defined as:

ei(t) = xi(t)− fi(t)− x0(t)

and denoting the estimation error
x̃i,j(t) = x̂i,j(t)− xj(t)

for j = 0 . . . N and i = 1 . . . N . The input ui can be written as

ui = −c̄KcΓλ

N∑

k=1

Hikek − c̄KcΓλ

N∑

k=1

Hikx̃i,k + bic̄K
cΓλx̃i,0 + ḟi,v(t)

where Hik is the ikth element of matrix H and

Kc =
(
Im 2Im

)

Γλ =

(
λ2Im 0m
0m λIm

)
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Hence, the formation tracking error dynamics is

ėi = Aei +Bui −Bu0 −Bḟi,v

while the estimation error dynamics is

˙̃xi,j(t) = (A− θ∆−1
θ KoC)x̃i,j(t)− θ∆−1

θ Kozi,j(t)−Buj(t) +Bḟj,v(t)

where
zi,j(t) =

[

e−2θ(t−κi,j(t))Cx̃i,j(κi,j(t))− Cx̃i,j(t)
]

Now using high-gain transformation ēi = Γλei and x̄i,j = ∆θx̃i,j . One gets

˙̄ei(t) = λAēi(t) + λBui(t)− λBu0(t)− λBḟi,v(t) (C.1)

˙̄xi,j(t) = θ(A−KoC)x̄i,j(t)− θKozi,j(t)−
1

θ
Buj(t)−

1

θ
Bḟi,v(t) (C.2)

and

ui = −c̄Kc

N∑

k=1

Hikēk − c̄KcΓλ∆
−1
θ

N∑

k=1

Hikx̄i,k + bic̄KcΓλ∆
−1
θ x̄i,0 + ḟi,v(t) (C.3)

By using (C.3) in (C.1) and (C.2), one can see that the new tracking and observer error dynamics i.e.
˙̄ei(t) and ˙̄xi,j(t) are same as those presented in Section 1.4.1 of Chapter 2. Using

ηc = [ēT1 . . . ēTN ]T

ηoi = [(x̄i,1)
T . . . (x̄i,N )T ]T , i = 1, . . . , N

ηo0 = [x̄1,0 . . . x̄N,0]

and the following Lyapunov functions:

Vc(η
c) = (ηc)T [Ω⊗Q]ηc (C.4)

Vo(X̃i,j) = (X̃i,j)
TP (X̃i,j) (C.5)

V̄o(X̃i,j) =

N∑

i=1

N∑

j=0

sijVo(X̃i,j) (C.6)

where sij = 1 if agent i receives information from agent j and 0 otherwise for i = 1, . . . , N , j =
0, . . . , N , P is the symmetric positive definite matrix solution of the equation

P +ATP + PA = CTC

and Q is the symmetric positive definite matrix solution of the equation

Q+QA+ATQ = QBBTQ

By following same steps given in Chapter 2, one can show that if conditions (3.8)–(3.10) are
satisfied, then

N∑

i=1

∥ei(t)∥ ≤ αe
−λ

γ
t
+

βδ0
λ

, ∀t ≥ 0 (C.7)

where α, β, γ > 0 and δ0 is the upper bound of the leader input. Furthermore, β does not depend on
θ, λ, c̄, τM and the initial conditions of the agents and observers. Details of these parameters are given
in Chapter 2.



Appendix D

Proof of Theorem 42

The position and velocity errors of agent i for fixed formation can be defined respectively as:

ξi = ri − fi,r − r0 (D.1)

ζi = vi − v0 (D.2)

Step 1

Consider system (2.9)–(2.10) with only formation controller (3.7) and choose Lyapunov function as:

V1 =
1

2

N∑

i=1

[ξTi ξi + ζTi ζi] (D.3)

=
1

2

N∑

i=1

eTi ei (D.4)

=
1

2

N∑

i=1

∥ei(t)∥2

By using (C.7), one has

√

2V1 ≤ αe
−λ

γ
t
+

βδ0
λ

, ∀t ≥ 0 (D.5)

V1 ≤ 1

2
(αe

−λ
γ
t
+

βδ0
λ

)2 (D.6)

Moreover, the time derivative of V1 is given as:

V̇1 =

N∑

i=1

[ξTi ξ̇i + ζTi ζ̇i]

=
N∑

i=1

[

ξTi ξ̇i + ζTi

(

ufi − u0

)]

(D.7)

Step 2

Let us now consider system (2.9), (2.10) with collision-free formation tracking controller (3.15) and
define the following Lyapunov function

V2 =
1

2

N∑

i=1

[ξTi ξi + ζTi ζi] +
1

2

N∑

i=1

N∑

j=1

qij(ri, rj) +
N∑

i=1

qi0(ri, r0)
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The time derivative of V2 along the trajectories of system (2.9) is

V̇2 =

N∑

i=1

[

ξTi ξ̇i + ζTi ζ̇i

]

+
1

2

N∑

i=1

N∑

j=1

(
∂qij
∂ri

vi +
∂qij
∂rj

vj

)

+
N∑

i=1

(
∂qi0
∂ri

vi +
∂qi0
∂r0

v0

)

=

N∑

i=1

[

ξTi ξ̇i + ζTi

(

ufi + uri − u0

)]

+
1

2

N∑

i=1

N∑

j=1

(
∂qij
∂ri

vi +
∂qij
∂rj

vj

)

(D.8)

or

V̇2 =
N∑

i=1

[

ξTi ξ̇i + ζTi

(

ufi − u0

)]

+
N∑

i=1

ζTi u
r
i +

1

2

N∑

i=1

N∑

j=1

(
∂qij
∂ri

vi +
∂qij
∂rj

vj

)

+

N∑

i=1

(
∂qi0
∂ri

vi +
∂qi0
∂r0

v0

)

= V̇1 −
N∑

i=1

(vi − v0)
T

N∑

j=o

∂qTij
∂ri

+
N∑

i=1

N∑

j=1

∂qij
∂ri

vi +
N∑

i=1

∂qi0
∂ri

(vi − v0) (D.9)

By applying Lemma 41, one obtains

V̇2 = V̇1 −
N∑

i=1

N∑

j=1

vTi
∂qTij
∂ri

+ vT0

N∑

i=1

N∑

j=1

∂qTij
∂ri

−
N∑

i=1

(vi − v0)
T ∂q

T
i0

∂ri
(D.10)

+

N∑

i=1

N∑

j=1

∂qij
∂ri

vi +

N∑

i=1

∂qi0
∂ri

(vi − v0)

= V̇1 + vT0

N∑

i=1

N∑

j=1

∂qTij
∂ri

Furthermore, since
∑N

i=1

∑N
j=1

∂qij
∂ri

= 0, it leads to

V̇2 = V̇1 (D.11)

It implies that if the initial positions of the agents satisfy Assumption 40, i.e. ∂qij
∂ri

= 0 at t = 0 for
i = 1 . . . N , j = 0 . . . N , consequently V1(0) = V2(0) then

V2 = V1 ≤
1

2
(αe

−λ
γ
t
+

βδ0
λ

)2, ∀t ≥ 0

Hence, the MAS achieves the desired formation with controller (3.15) in practical sense. Also, from
the structure of (3.12) and (3.14), one has

lim
∥rij∥→r

qij = ∞

lim
∥rij∥→r

∂qij
∂ri

= ∞

for ∀i ̸= j. Therefore, it can be concluded that the collision is avoided.
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